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Presentacion

Estimado Dr. Lauro Enciso Rodas, decano de la Facultad de Ingenieria Eléctrica,
Electronica, Mecanica e Informatica y honorables miembros del jurado evaluador.

Tengo el honor de presentar ante ustedes los resultados del proyecto de ingenieria,
realizado en cumplimiento con los requisitos para optar al titulo profesional de ingeniero
electronico. Esta tesis, titulada “DESARROLLO DE UN SISTEMA DE DETECCION DE
INCENDIOS FORESTALES BASADO EN PROCESAMIENTO DIGITAL DE IMAGENES
CON UNA CAMARA ESTACIONARIA EN EL SECTOR DE PICOL ORCCOMPUCYO DEL
DISTRITO DE SAN JERONIMO-CUSCO”, constituye un aporte para la seguridad y la
conservacion de nuestros recursos forestales.

El principal aporte del proyecto de ingenieria reside en la viabilidad técnica y social de la
solucion, utilizando dispositivos de bajo costo y herramientas computacionales de libre acceso.
Asimismo, esta tesis documenta los resultados obtenidos a través de pruebas realizadas en campo,
especificamente en la comunidad campesina de Picol Orccompucyo, demostrando su
funcionalidad y las dificultades inherentes que se pueden encontrar en un despliegue real.

Convencido de que la aplicacién estratégica de la tecnologia accesible es una herramienta
poderosa para proteger a las comunidades y sus recursos naturales, presento esta tesis para su

consideracion y evaluacion.
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Resumen

Hoy en dia, los incendios forestales son una problematica que afecta a todo el mundo y en
especial a la region del Cusco, la cual tiene el mayor nimero de emergencias historicas
documentadas. Estos fuegos no controlados son en su mayoria generados de manera antropica,
causando la pérdida de grandes cantidades de flora y fauna.

Para abordar esto, el siguiente proyecto de ingenieria disefié e implementd un prototipo
para detectar humo (dia) y fuego (noche). El prototipo usa una camara fija para obtener video en
tiempo real, procesado mediante algoritmos implementados en Python con librerias como
OpenCV. Las principales técnicas son: deteccion de movimiento utilizando sustraccion de fondo
KNN, analisis mediante espacios de color HSV y técnicas de confirmacion de eventos criticos,
culminando con la notificacion usando mensajeria instantanea.

El hardware para el procesamiento del video es el sistema embebido Raspberry Pi 5 (8 GB
de RAM). Para la adquisicion de video se usaron dos camaras: la Raspberry Pi Cam V3 (Wide) y
la camara IP Tapo C320WS. Las pruebas se realizaron simulando humo y fuego en el sector de
Picol Orccompucyo, zona constantemente afectada por incendios.

Los resultados del prototipo demuestran: 73.9% de precision, 85% de sensibilidad y 79%
de balance general usando la cdmara Raspberry Pi V3. Con el segundo modelo (Tapo C320WS),

se obtuvo 76.9% de precision, 100% de sensibilidad y 86.9% de balance general.

Palabras clave: Incendios forestales, Procesamiento digital de imagenes, Raspberry Pi,

Algoritmos.



Abstract

Today, wildfires are a global issue, especially impacting the Cusco region of Peru, which
has one of the highest numbers of documented historical emergencies. Most of these uncontrolled
fires are anthropogenic (human-caused), leading to significant loss of flora and fauna.

To tackle this problem, this engineering project designed and implemented a prototype
system to detect smoke (during the day) and fire (at night). The prototype uses a fixed camera to
capture real-time video, which is processed using algorithms implemented in Python with libraries
like OpenCV. Key techniques include: motion detection using KNN background subtraction, HSV
color space analysis, and critical event confirmation, concluding with instant messaging
notification.

The core processing hardware is an embedded Raspberry Pi 5 8 GB. For video acquisition,
two cameras were used: the Raspberry Pi Cam V3 (Wide) and the Tapo C320WS IP camera.
Testing involved simulating smoke and fire in the Picol Orccompucyo sector, an area constantly
affected by wildfires.

The system's results demonstrate strong performance: 73.9% precision, 85% sensitivity,
and 79% overall balance with the Raspberry Pi V3 camera. With the second model (Tapo
C320WS), performance was even better, achieving 76.9% precision, 100% sensitivity, and 86.9%

overall balance.

Keywords: Wildfires, Digital image processing, Raspberry Pi, Algorithms.
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Introduccion

El presente proyecto de ingenieria esta estructurado en seis capitulos:

Capitulo I: Explica los aspectos generales del proyecto, enfatizando la problematica de los
incendios forestales, desde el impacto global hasta la aplicacion en la comunidad de Picol
Orccompucyo. Se definen los objetivos, justificacion, alcances y limitaciones del proyecto.

Capitulo I1: Presenta el marco tedrico, describiendo antecedentes de estudio y conceptos
clave, para comprender los principios y tecnologias usadas.

Capitulo I11: Describe la etapa de disefio del prototipo, destacando los requerimientos para
la eleccidn y desarrollo de hardware y software. También se justifican las decisiones tomadas en
el disefio.

Capitulo 1V: Describe la implementacion del prototipo, cubriendo el ensamblado de
componentes fisicos, la codificacion de algoritmos y la verificacion de funcionamiento.

Capitulo V: Muestra las pruebas y los resultados obtenidos. Primero, presenta los
resultados en condicion simulada (videos de prueba), para finalizar con los resultados de las
pruebas reales en el sector de Picol Orccompucyo.

Capitulo VI: Se realiza el analisis de costos de implementacion del prototipo del sistema
detector de incendios forestales.

El proyecto de ingenieria demuestra una propuesta innovadora en la que se utilizan equipos
de bajo costo y herramientas computacionales de libre acceso, lo que facilitaria su implementacion

en distintos puntos vulnerables de la region.
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Capitulo I: Aspectos Generales

1.1. Marco Referencial
1.1.1. Ambito de Aplicacion

La comunidad campesina de Picol Orccompucyo pertenece al distrito de San Jerénimo,
provincia de Cusco.

Cuenta con una extension territorial de 1510.00 hectareas siendo la organizacion territorial
campesina mas grande del distrito de San Jeronimo. Presenta una geomorfologia del piso ecoldgico
que comprende valles y laderas. Asi mismo, presenta ecosistemas como zonas agricolas,
plantaciones forestales y pajonal de puna himeda. (MD San Jeronimo, 2022).

Figura 1

Extension territorial de la comunidad campesina de Picol Orccompucyo.

Fuente: Base de Datos de Pueblos indigenas u Originarios, s.f.
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1.2. Planteamiento del Problema
1.2.1. Situacion Problematica

En la actualidad, los diferentes medios de comunicacion reportan ocurrencias de incendios
forestales de grandes proporciones en diferentes partes del planeta.

La plataforma en linea Global Forest Watch registro, durante el periodo de 2001 a 2023 un
total de 138 Mha de cobertura arborea extinta debido a los incendios forestales en todo el mundo.
El afio 2023 fue el periodo con la mayor disminucién de cobertura arbérea, con un total de 11.9
Mha de territorio forestal devastado.

Figura 2

Pérdida de cobertura arborea mundial en el periodo de 2001 a 2023

® Pérdida de cobertura arbérea

® Pérdida de cobertura arbérea a causa de incendios forestales

Nota. La figura 3 representa la pérdida global por afio de la cobertura arbérea a causa de los incendios forestales.
Tomado de Vizzuality, s.f.

En América Latina, la problematica es significativa debido a las consecuencias que
conlleva la destruccion de los recursos naturales en toda la region. En Sudamérica, las incidencias
han ido aumentando en mayor cantidad afio tras afio y se evidencia en los reportes que realizan
distintas organizaciones de supervision forestal.

El Instituto Brasilefio de Investigaciones Espaciales (INPE), que emplea imagenes de

satélite para calcular la cantidad de focos de calor en toda Sudamérica, registrd hasta septiembre
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del afio 2024 un total de 409 099 incendios forestales, cifra que supera los totales anuales de los
altimos tres afios (EFE, 2024).

En Peru, los incendios forestales también constituyen una problematica. En 2023 se
registré una cifra aproximada de 1432, superando las cifras anuales de los tres afios anteriores a
este. En el ultimo reporte del MINAM (Ministerio del Ambiente), en 2024 se registré un total de
2 500 incendios forestales a nivel nacional. (CooperAccion, 2024)

En el aspecto local, el INDECI (Instituto Nacional de Defensa Civil) identifico al Cusco
para el periodo de 1995 al 2015, como el departamento peruano con mayor registro de incendios
forestales. La temporada de mayor riesgo va de junio a noviembre, teniendo su pico mas alto en el
mes de agosto” (Lau, 2017). Actualmente, el departamento del Cusco es considerado como la
regién con mayores incidencias de incendios forestales, registrando un total de 277 eventos en lo
que va del afio 2024 (Agencia Peruana de Noticias, 2024)

En la comunidad de Picol Orccompucyo se identificaron 28 hectareas de area forestal
destruidas por cuatro incendios forestales de gran magnitud y tres de moderada magnitud en el afio
2020 durante la temporada seca. (Suarez, 2021). Actualmente, la comunidad campesina sigue
siendo afectada por los incendios forestales. Segun el altimo registro del COER, en agosto del
2024 se produjo un incendio forestal de gran magnitud, el cual afecté a comunidades cercanas
(Diario el Sol del Cusco, 2024).

Aunque la problematica son los incendios forestales en toda la region del Cusco, el
problema principal que abarcara el proyecto de ingenieria es la ausencia de sistemas de deteccion
temprana ante incendios forestales en el sector de Picol Orccompucyo.

En la actualidad existen sistemas de alerta temprana ante incendios forestales

implementadas alrededor de todo el planeta, utilizando distintos tipos de tecnologias como
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estaciones terrenas de camaras, drones y tecnologia satelital. Incluso, algunos son soluciones
comerciales, como ADELIE® de la empresa PARATRONIC e INSIGHTFD3 de la empresa
INSIGHT ROBOTICS, los cuales son estaciones terrenas de camaras visuales e infrarrojas con
capacidad de realizar detecciones de eventos a grandes distancias (15 — 20 km). Otro producto
comercial es el dron MAVIC 3 THERMAL de la empresa DJI, el cual oferta un dron especializado
para estas tareas. Por supuesto, todas estas soluciones anteriormente mencionadas conllevan a un
alto costo econdémico de compra e implementacion. En el caso de INSIGHTFD3, puede llegar
hasta los 101 730.77 USD (incluidos impuestos y por unidad de camara) (Powertec Wireless
Technology NZ, s.f.). Por otra parte, segun la cotizacién del dron MAVIC 3 THERMAL, puede
llegar a tener un costo de S/. 19 199.00. (Drone Solution Center, s.f.)

“El SERFOR (Servicio Nacional Forestal y de Fauna Silvestre) desde el afio 2017, viene
implementando la Unidad de Monitoreo Satelital (UMS) que genera reportes de focos de calor con
fines de alerta, el cual realiza la deteccién y monitoreo de los incendios forestales” (Servicio
Nacional Forestal y de Fauna Silvestre, 2019).

Segun una reciente investigacion realizada por el MINAM, IGP y el SERFOR en base a la
efectividad de los satélites en la deteccion de focos de calor en la superficie terrestre de los andes
del Cusco, esta revela que se tiene un nivel alto de confiabilidad de hasta un 97% en deteccion de
incendios activos. Sin embargo, se encontrod la limitacion de la ausencia en deteccion de focos de
calor de superficies pequefias o de corta duracién. Asi mismo, indican que el sistema de deteccion
de focos de calor es efectivo para areas superiores a las 100 hectareas (IGP, 2023).

Por otro lado, después de realizar la entrevista con el Ing. Mario Ramos Huamani,
evaluador del Centro de Operaciones de Emergencia Regional Cusco (COER Cusco) y su equipo

de trabajo, se identific6 que actualmente la deteccion de incendios forestales se basa en el
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monitoreo satelital mediante la plataforma UMS del SERFOR. Sin embargo, se indica que existen
ciertas limitaciones en dicho sistema, entre ellas el tiempo de visualizacion de eventos, ya que en
varios casos se generan reportes pasadas algunas horas, cuando el incendio se ha propagado,
incluso cuando ya fue atendido. Al finalizar, se concluy6 que no existe en las instituciones del
COER e INDECI un sistema para detectar incendios forestales que cumpla con las especificaciones
propuestas en el proyecto de ingenieria.

En resumen, en todo el mundo y en especial en el sector de Picol Orccompucyo, se tiene la
problematica de los incendios forestales. También se tiene informacion sobre la existencia de
algunas soluciones tecnologicas para detectar y mitigar incendios forestales, las cuales tienen un
buen desemperfio, pero con costos de implementacion elevados. En Cusco, las instituciones
dedicadas a la proteccion de entornos forestales y atencién de emergencias regionales utilizan
tecnologia satelital con fines de deteccion de incendios forestales donde se evidencia algunas
limitaciones que suelen estar relacionadas al tipo de tecnologia utilizado, como la deteccion de
incendios forestales cuando estos ya estan en un nivel avanzado y cuando se han perdido grandes
extensiones de cobertura forestal.

Como la provincia de Cusco es una de las més afectadas, es necesario implementar nuevas
tecnologias que trabajen en sinergia con las soluciones ya establecidas, como la Unidad de
Monitoreo Satelital, para lograr un control mas rapido y efectivo de los incendios forestales.
1.2.2. Formulacion del Problema

La deteccion de incendios forestales en la region de Cusco se basa en la localizacion de
focos de calor mediante tecnologia satelital, eficiente para detectar grandes extensiones, pero tardia
en la identificacion inicial de incendios, lo que retrasa la respuesta oportuna y aumenta el impacto

ambiental.
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1.3. Justificacion
1.3.1. Justificacion Social

El proyecto de ingenieria tiene el potencial para ayudar al cuerpo de bomberos forestales y
a otras instituciones dedicadas al control de emergencias en desastres naturales, tal es el caso del
COER, INDECI, SERFOR, entre otras. Esto se lograria facilitando las acciones de prevencién y
atencion oportuna de incendios forestales.
1.3.2. Justificacion Ambiental

El proyecto de ingenieria puede otorgar una mayor proteccion a todas las areas forestales
que alberga el sector de Picol Orccompucyo, de esta forma aportaria a la sostenibilidad ambiental
lo cual, es uno de los objetivos mundiales vigentes.
1.3.3. Justificacion Tecnoldgica

Un beneficio clave seria la utilizacion de tecnologias modernas aplicadas al entorno local
y a los principales problemas identificados en la regién, los incendios forestales son un ejemplo
de ello.
1.3.4. Justificacion Econdmica

Si bien existen soluciones comerciales en sistemas de deteccion de incendios forestales
utilizando procesamiento de imagenes y vision artificial, estos tienen costos altos de
implementacién y su l6gica de funcionamiento son patentadas y reservadas; Es por ello, que se
plantea realizar el prototipo del sistema con dispositivos comerciales, de bajo costo y software de
cddigo abierto.

La implementacion futura del proyecto de ingenieria puede disminuir gastos significativos,
como: trabajos de neutralizacion de incendios forestales, reforestacién y reparacion de dafios

ambientales.
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1.3.5. Justificacion Metodoldgica

Se propone adaptar metodologias en deteccion de incendios forestales planteadas en
investigaciones, teniendo en cuenta su desempefio, grado de efectividad y las conclusiones finales
encontradas. Cabe resaltar, que ahora estas seran aplicadas a diferentes condiciones ambientales y
geograficas, como la regiéon del Cusco. De esta forma se evaluard su funcionamiento en un
contexto diferente.
1.4.0Objetivos
1.4.1. Objetivo General

Disefiar e Implementar un prototipo del sistema de deteccion de incendios forestales
mediante procesamiento digital de imagenes obtenidas por una cdmara estacionaria fija, con la
finalidad de establecer la viabilidad para identificar incendios forestales en su etapa inicial,
contribuyendo potencialmente a la disminucién de éareas afectadas en el sector de Picol
Orccompucyo del distrito de San Jeronimo-Cusco.
1.4.2. Objetivos Especificos

e Disefar el sistema de deteccion de incendios forestales mediante el uso de una camara
estacionaria y procesamiento digital de imagenes.

e Implementar el prototipo de deteccion de incendios forestales que permita el monitoreo
en tiempo real, ubicando una cdmara estacionaria en una zona estratégica para asegurar
cobertura amplia.

e Desarrollar el algoritmo de deteccion de incendios forestales utilizando el lenguaje de
programacion mas optimo en procesamiento de imagenes.

e Evaluar la eficiencia del prototipo del sistema mediante pruebas de campo, simulando

eventos controlados.
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1.5. Alcances

Dentro de los alcances del proyecto:

e Sedesarrollara un prototipo del sistema de deteccion de incendios forestales utilizando

una camara estacionaria, provisto con tecnologia de procesamiento de imégenes.

e El prototipo del sistema proporcionard la posibilidad de un monitoreo continuo y la

capacidad de escalar en diferentes entornos.

e El prototipo del sistema proporcionara una comunicacion rapida mediante envio de

notificaciones de incendios forestales.
1.6. Limitaciones

El prototipo de deteccion de incendios forestales no abarcara todo el espacio geogréafico de
Picol Orccompucyo debido a la cobertura limitada de la camara y los recursos disponibles. Se
seleccionard un area especifica para pruebas, que permita una evaluacién controlada y facilite
ajustes y mejoras.

El proyecto esté limitado por un periodo de pruebas tentativo de dos meses, posibles errores
de deteccién debido a condiciones ambientales, y la potencial negativa de permisos o apoyo de
instituciones competentes.

1.7. Metodologia
1.7.1. Enfoque y Alcance del Proyecto de Ingenieria

El proyecto de ingenieria es de caracter aplicado, orientado al desarrollo tecnolégico. Asi
mismo, posee un enfoque basado en disefio de Ingenieria, porque realiza tareas de integracion de
conocimientos teoricos y técnicos para el desarrollo de un prototipo que introduce una mejora en

las técnicas de atencién de incendios forestales.
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1.7.2. ldentificacion de Parametros de Disefio

1.7.2.1. Parametros de entrada

Secuencia de Fotogramas: Flujo sucesivo de imagenes FPS (cuadros por segundo).
Resolucion de Imagen: Caracteristica de una imagen que representa la cantidad de
pixeles que posee (ancho x alto), mientras mas pixeles tenga una imagen mejor sera la
calidad, estos detalles ayudaran a realizar un mejor procesamiento de la imagen.
Informacion Cromatica: Valor numérico de cada pixel, el cual representa el color del

entorno forestal.

1.7.2.2. Parametros de salida

Meétricas de clasificacion

Numeros de Falsos Positivos: Se produce cuando el sistema si detecta una alertay en
paralelo no se produce un incendio forestal.

Numeros de Falsos Negativos: Se produce cuando el sistema no detecta una alerta y
en paralelo si esta ocurriendo un incendio forestal.

Numeros de Verdaderos Positivos: Se produce cuando el sistema si detecta una alerta
y en paralelo si esta ocurriendo un incendio forestal.

Numeros de Verdaderos Negativos: Se produce cuando el sistema no detecta una
alerta y en paralelo no esta ocurriendo un incendio forestal.

Tiempo de respuesta: Tiempo trascurrido entre la deteccion y notificacion.
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Capitulo I1: Marco Tedrico

2.1. Estado del Arte
2.1.1. Antecedentes Internacionales

Un primer trabajo corresponde a la investigacion “A Review on Early Forest Fire
Detection Systems Using Optical Remote Sensing” [Una revision sobre los sistemas de
deteccién temprana de incendios forestales mediante teledeteccion dptica] de Panagiotis
Barmpoutis et al. (2020).

El estudio proporciona una revision exhaustiva de las tecnologias de deteccion temprana
de incendios forestales utilizando métodos de teledeteccidn dptica. Compara sistemas basados en
estaciones terrenas, vehiculos aéreos no tripulados (UAV) y estaciones satelitales. EI documento
analiza algoritmos y técnicas utilizadas para la deteccion oOptica de fuego y humo en distintos
proyectos y trabajos de investigacion realizados por diferentes autores ya sea utilizando métodos
tradicionales como procesamiento de imagenes hasta los mas complejos como inteligencia
artificial.

La investigacion proporciona informacion valiosa para decidir qué tipo de tecnologia a
utilizar ya sea por temas de costos, precision, area de cobertura y tiempo de respuesta. Donde las
principales conclusiones son:

e Sistemas terrestres: Tienden a ser mas eficientes en términos de precision, tiempo de
respuesta, volumen de trabajo, capacidad para detectar pequefios eventos de fuego y
una alta resolucion espacio que nos brinda gracias a las camaras utilizadas, sin
embargo, una de sus deficiencias es que tiene una cobertura limitada y dedicada.

e Vehiculos aéreos no tripulados (UAV): Su mayor fortaleza el area de cobertura

incluso en lugares inaccesibles, un potencial bueno para futuras aplicaciones,
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capacidad para detectar pequefios eventos de fuego y la posibilidad de utilizar cAmaras
infrarrojas. Las desventajas son el tiempo de vuelo limitado, sensibilidad a condiciones
climaticas y la necesidad de un operador constante.

e Sistemas satelitales: Tienen como ventaja el area de cobertura a detectar y un buen
nivel de precision, No obstante, su principal desventaja es la latencia y su escasa
capacidad para transmitir grandes cantidades de datos.

Un segundo trabajo es el estudio “Intelligent and vision-based fire detection systems: A
survey” [Estudio: Sistemas de deteccién de incendios basados en inteligencia y vision] de Fengju
Bu, & Mohammad Samadi (2019).

El documento es una revisién de sistemas inteligentes de deteccion ante incendios basados
en vision, categorizados en dos grupos: sistemas de deteccion inteligente para incendios forestales
y sistemas de deteccion de incendios para todo tipo de entorno. Los sistemas utilizan diversas
técnicas, como el procesamiento de imégenes en espacios de color, reglas y variacion temporal,
redes neuronales convolucionales (CNN) y légica difusa. EI documento evalla el rendimiento de
estos sistemas en términos de tasa de deteccion, precision, tasa de verdaderos positivos y tasa de
falsos positivos.

Segln las conclusiones, los sistemas de deteccion basados en redes neuronales
convolucionales profundas obtienen el mejor rendimiento en la mayoria de los resultados de
evaluacion, obteniendo una tasa de precision y deteccion de 90% y una tasa de falsos positivos
menores al 10%. Por otro lado, los sistemas basados en procesamiento de iméagenes tienen una tasa
de deteccion del 95%, y una tasa de falsas alarmas inferior al 30%, demostrando ser aun una buena

tecnologia para deteccion de incendios forestales.
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Un tercer trabajo es el articulo de investigacion “Forest Fire Detection Using a Rule-
Based Image Processing Algorithm and Temporal Variation” de Mubarak & Honge (2018).

Los autores presentan un algoritmo para la deteccidn de incendios forestales que consta de
cuatro etapas principales:

e Sustraccion de fondo: Aplicadas a regiones donde se detecta movimiento, esto debido

a que los incendios forestales fluctian continuamente.

e Conversidn de espacio de color: Utilizan la conversién RGB al YCbCr para escoger

regiones candidatas.

e Aplicacion de reglas: Se utiliza cinco reglas para la deteccion de pixeles

caracteristicos del fuego.

e Variacion temporal: Deteccion de pixeles cambiantes mediante la diferencia de

fotogramas sucesivos.

Los resultados finales muestran la eficiencia de dicho algoritmo llegando a tener hasta un
92.59% de precision. El autor propone al final combinar las reglas en diferentes espacios de color.

Un cuarto trabajo es el proyecto final de carrera “Sistema de deteccion de incendios
forestales utilizando técnicas de procesado de imagen.” del autor David Martin Borregon
Domenech.

El propdsito de esta investigacion fue establecer un sistema de deteccion de incendio
forestal mediante técnicas de procesamiento de iméagenes; se proponen dos técnicas: uno que se
basa en la deteccion de fuego y otro que se basa en la deteccidén de humo.

e Para deteccion de fuego, se utiliza el modelo de color HSV (tono, saturacion vy brillo),

obteniendo un 71% de clasificacion de elementos etiquetados como fuego y 1,7% de

clasificacion erronea.
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e Para deteccion de humo, el algoritmo aplica sustraccion de fondo, filtracion de
elementos rapidos, deteccion por color, analisis de componentes conexas y por Ultimo
aprendizaje de humo.

Aungue en el estudio no da un valor exacto de la precision en deteccion de humo, se
establece que en los videos de prueba los resultados son variables desde el 20% al 80% en
deteccion de pixeles que representan humo. El autor atribuye a la opacidad del humo y velocidad
de movimiento del humo.

2.1.2. Antecedentes Nacionales y Locales

En el transcurso de la investigacion realizada para esta tesis, se realizd una revision
exhaustiva de trabajos académicos locales y nacionales relevantes para el tema del proyecto. Sin
embargo, luego de una cuidadosa busqueda en diversos repositorios y fuentes de informacién, no
se encontraron antecedentes especificos locales o nacionales que aborden directamente el tema de
disefio y validacion de un sistema detector de incendios forestales con estaciones terrenas. Esto
resalta la relevancia y originalidad de este trabajo, ya que ayudara a llenar los vacios en el
conocimiento existente y brindara nuevas perspectivas sobre las areas involucradas.

2.2. Bases Tedricas
2.2.1. Incendios Forestales

Se entiende por incendio forestal a aquel fuego sin control que consume extensas areas de
bosques y zonas forestales utilizadas para produccion o proteccion de recursos naturales y
patrimoniales. (Moscovich, Ivandic, & Besold, 2014).
2.2.1.1. Causas para la Formacion de Incendios Forestales

Los incendios forestales pueden surgir debido a diversas causas, tanto naturales como

antropogenicas. Las causas naturales incluyen la ocurrencia de rayos durante periodos de sequia,
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mientras que las causas antropogénicas se deben a actividades humanas, ya sea intencionales o
accidentales.
2.2.1.2. Factores que Contribuyen a la Formacién de Incendios Forestales

Los incendios forestales son influenciados por diferentes factores, entre ellos, los factores

meteoroldgicos, topograficos y de combustible.

e Factores meteorologicos: hacen referencia a las condiciones climaticas, como la
intensidad y direccion del viento, que pueden favorecer la propagacion del fuego.

e Factores topogréficos: estan relacionados con la configuracion del terreno donde
ocurren los incendios. Por ejemplo, en zonas montafiosas 0 con pendientes
pronunciadas, los incendios tienden a propagarse con mayor rapidez debido al ascenso
del calor y la direccion del viento.

e Combustible: se refiere a los materiales inflamables presentes en las areas forestales,
como pastos secos o arboles con resinas altamente inflamables. Estos combustibles
pueden alimentar y acelerar la propagacion del fuego.

2.2.1.3. Impactos Ambientales, Econdmicos y Sociales de Incendios Forestales

Los incendios forestales tienen multiples impactos negativos en el medio ambiente, la
economiay la sociedad. Desde el punto de vista ambiental, genera la pérdida de habitats naturales,
la destruccién de la biodiversidad y contaminacion atmosférica por gases de efecto invernadero a
gran escala. También provoca la degradacion del suelo y la polucion del agua. En términos
econdmicos, causan pérdidas considerables en la industria forestal, la agricultura y el turismo,
ademas de aumentar los costos asociados a la extincion del fuego y recuperacion de los ecosistemas
dafados. A nivel social, pueden desplazar comunidades, dafiar infraestructuras y causar la pérdida

de vidas humanas (Manta, 2017).
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2.2.2. Sistemas de Alerta Temprana
2.2.2.1. Definicion

Son herramientas y tecnologias cuyo objetivo principal es detectar y prevenir algun evento

peligroso para comunicar de manera oportuna la aparicién de estas situaciones inusuales,
permitiendo asi la toma de acciones.
2.2.2.2. Caracteristicas

Segun Glantz, M.H. & Ausbel, J.H. (1988) un sistema de alerta temprana esta caracterizado

por las siguientes etapas:

e Deteccion temprana: captar indicios de amenaza

e Monitoreo constante: vigilancia continua de variables asociadas con la amenaza

e Evaluacién y analisis de datos: adquisicion y procesamiento de datos para evaluar
gravedad y evolucion de amenaza.

e Comunicacion rapida y efectiva: mecanismo para transmitir la alerta a las personas
u organizaciones pertinentes.

e Respuesta y planificacién: plan de mitigacion y coordinacién entre organizaciones
involucradas.

2.2.2.3. Tipos de Tecnologias Utilizadas en Sistemas de Alerta Temprana

Las tecnologias que se emplean en los sistemas de alerta temprana son:

e Sistema de alerta temprana basados en sensores inaldambricos terrenos: este tipo
de tecnologia mide parametros ambiéntales tales como temperatura, humedad, presion
atmosferica, nivel de agua, entre otras, de esta forma detectar eventos infrecuentes
como inundaciones, huaycos, incendios urbanos-forestales, terremotos, oleajes

anomalos, etc.
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Sistemas de alerta temprana basados en vision: este tipo de tecnologia utiliza
camaras, los cuales pueden estar ubicadas en lugares fijos, drones o satélites. Estos
combinados con técnicas de procesamiento digital de imagenes o vision artificial
ayudan a la deteccién de eventos inusuales.

Sistemas de alerta temprana satelitales: este tipo de tecnologia utiliza la informacion
recopilada de satélites con la finalidad de realizar la deteccion de eventos
meteoroldgicos anormales como huracanes e incendios forestales a gran escala.
Sistema de alerta temprana utilizando modelos predictivos: este tipo de tecnologia
utiliza basicamente bases de datos histdricos de variables meteoroldgicas, combinado
con aplicaciones de machine learning pueden predecir ocurrencias de eventos

meteoroldgicos inusuales.

2.2.2.4. Sistemas de Deteccion Temprana Basados en Vision Comerciales

Hoy en dia existen empresas dedicadas a la venta de soluciones de videovigilancia y

deteccion temprana de incendios forestales, a continuacion, se describiran algunos de ellos:

InsightFD3 Insight Robotics

Sistema de deteccion temprana de incendios forestales mediante uso de camaras
equipadas con sensores visuales e infrarrojos. El robot puede girar 360 grados y
monitorear constantemente las 24 horas del dia. El sistema consta de tres subsistemas
principales: el primero es el robot InsightFD encargado de la captura de iméagenes, el
segundo es el subsistema Al-Engine el cual es un dispositivo de computacion
encargado de la deteccidn automatica de incendios forestales y el Gltimo es el Insight
Glorecortebe el cual es la plataforma de gestion que genera la alerta en mapas 2D y

3D y proporcionar visualizacion de datos por terceros. (Inteccon, 2024).

34



Figura 3
InsightFD3. Insight Robotics

Fuente: Inteccon, 2024.

e Sistema de videovigilancia de incendios ADELIE

Es un sistema orientado a monitorear, detectar, localizar y dar seguimiento a incendios
forestales. Equipada con cdmaras multiespectrales y tecnologia de vision artificial. El
sistema monitorea los espacios naturales las 24 horas del dia y realiza un andlisis de
las areas cada 3 minutos, activando una alerta cuando se localice un incendio forestal.
Ademas, permite un control remoto para la visualizacion del area afectada y centraliza
toda la informacién y las comparte a todos los centros de comandos para su respectiva
atencion. (Paratronic, 2025).

Figura 4
Sistema de videovigilancia de incendios ADELIE

Fuente: Paratronic, 2025.
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2.3.Definicion de Términos Basicos
2.3.1. Imagen Digital

Las imagenes digitales son representaciones discretas de datos que contienen informacion
de intensidad y estan compuestas por pixeles. Estas imagenes son el resultado de capturar y
convertir imagenes analdgicas en formato digital utilizando dispositivos como camaras digitales,
escaneres y otros medios de adquisicion de imagenes. (Mufioz Trujillo, 2023)

Una imagen puede ser representada mediante una matriz M x N:

1)

Qoo *° Qon
lxy) = '
amo °° AauN

Figura 5

Representacion de una imagen digital

Fuente: Melvin Wever, 2019.

2.3.1.1. Pixel

Unidad minima de una imagen digital ubicada en un espacio bidimensional. Este contiene
informacion de color e intensidad.

Tomando en cuenta la ecuacion (1) un pixel representa a una de las coordenadas de la

matriz por ejemplo ag g .
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2.3.1.2. Muestreo y Cuantificacion

El muestreo implica dividir la imagen analégica en segmentos reducidos, en esta situacion,
la imagen analdgica se transforma en una matriz discreta de M x N pixeles.

Por otro lado, la cuantificacion implica otorgar un grado de gris a cada muestra adquirida
durante la fase de muestreo. Por ejemplo, en la figura 5 se puede apreciar que el primer pixel a (,0)
tiene el valor de 157 de un total de 256 posibles valores, donde 0 representa el color negro y 255
representa el color blanco.
2.3.1.3. Resolucion

Una imagen se almacena en bits donde 1 bit es la minima unidad de almacenamiento de
una imagen.

Imagen de 1 bit = 2! = 2 colores
Imagen de 2 bit = 2% = 4 colores
Figura 6

Representacion de resolucion de una imagen

Fuente: Universidad de Sevilla.s.f.
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Por lo tanto, podemos describir la resolucion como el nivel de detalle perceptible en una
imagen, fundamentado en dos factores:
« La resolucion de intensidad: alude a la cantidad de niveles de grises que puede
presentar la imagen, que depende del nimero de bits.
» Laresolucion espacial: hace referencia al muestreo matriz M x N 0 mas conocido como
la cantidad de pixeles existentes en la imagen.
2.3.1.4. Modelos de Color
Los modelos de color en imagenes digitales son sistemas que describen como se perciben

y representan los colores. Son indispensables en diversas etapas del procesamiento de imagenes,

ya que permiten capturar, procesar, visualizar y transmitir la informacion cromatica de manera

precisa. Algunos modelos de color mayormente utilizados en aplicaciones de procesamiento de
iméagenes son los siguientes:

A. Modelo de color RGB: El modelo de color RGB se fundamenta en la mezcla de colores
primarios: rojo, verde y azul. Este modelo se basa en el principio del color aditivo, en el cual se
mezclan proporciones de cada color para obtener una amplia gama de tonalidades y colores.
Siendo el color blanco la combinacién de los tres colores en su maxima intensidad y negro en
la usencia de luz de estos colores. (Herrera, 2016)

Matematicamente un pixel de una imagen RGB se puede expresar:
1(x,y) = (R(x,¥),G(x,5),B(x,5))
Donde:
R (X, y): valor canal rojo del pixel en las coordenadas (X, y) con valores (0 - 255)
G (%, y): valor canal verde del pixel en las coordenadas (X, y) con valores (0 - 255)

B (X, y): valor canal azul del pixel en las coordenadas (X, y) con valores (0 - 255)
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Figura7
Modelo de color RGB

Fuente: Abellan, 2019.

B. Modelo de color HSV: Modelo utilizado mayormente en aplicaciones de procesamiento de

imagenes, segun Gonzalez (2009) este modelo viene representado por las componentes:

« Matiz (Hue): representado por una paleta hexagonal cromatico en donde 0° representa el
color rojo, 120° representa al color verde y 240 ° al color azul.

« Saturacion: representa a la intensidad de color y se mide en una escala de 0% a 100%. En
este caso la saturacion varia con los cambios en la luminosidad.

« Valor (Value): representa a la luminosidad y esta en una escala de 0% a 100%, en donde
0 representa al negro sin brillo y 100% representa al color blanco o méximo brillo.

Matematicamente la conversion de color RGB a HSV viene representado por las siguientes

ecuaciones:

R' = 2% ;G = %; B' = % normalizacion R, G, B

V = max(R',G',B’) componente Value

A= V—min(R’,G',B") calculo de maximo y minimo
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Figura 8
Modelo de color HSV

Fuente: Gonzalez R. W., 2009.

C. Modelo de color YCbCr: Es una familia del espacio de colores utilizado en los sistemas de
video y compresion de imagenes.
« Luminancia (Y): representa a la informacién de brillo de una imagen en una escala
de grises.
« Crominancia Azul diferenciada (Cb): captura la informacién de diferencia entre la
componente azul y un valor de referencia.
« Crominancia Roja diferenciada (Cr): captura la informacién de diferencia entre la
componente roja y un valor de referencia. (Gonzalez R. W., 2009)
Matematicamente la conversién del modelo RGB al modelo YCbCr es estandarizada por
ITU-R BT.601 mediante las formulas:
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Y =0.299 xR+ 0587 xG+0.114 X B
Cb =128+ (—0.168736 X R — 0.331264 X G + 0,5 X B)

Cr =128 + (0.5 X R — 0.418688 x ¢ — 0.081312 X B)

2.3.1.5. Formatos y Tipos de Imagenes Digitales

El formato de las imagenes digitales se refiere a la manera en que se almacenan y al tipo
de informacion que representan. Segun IONOS Digital Guide (2020) hay diferentes formatos
utilizados segun las aplicaciones requeridas. Algunos de los formatos mas comunes son:

e Formato JPEG (Joint Photographic Experts Group): se utiliza para imagenes con
tonos de colores continuos. El tamafio de datos de imagen se reduce mediante un
algoritmo de compresion, eliminando informacién visualmente menos importante.

e Formato PNG (Portable Network Graphics): formato de imagen sin pérdida de
informacidn durante la compresion.

2.3.2. Procesamiento de Iméagenes
2.3.2.1. Definicién de Procesamiento Digital de Imagenes

Segun Gonzalez et al. (2009) procesamiento digital de imagenes es la manipulacion de
iméagenes digitales mediante el uso de algoritmos y técnicas computacionales. Cuyo objetivo
principal es mejorar la calidad de las imagenes, extraer informacion, analisis cuantitativos y tareas
de reconocimiento y clasificacion.
2.3.2.2. Etapas de Procesamiento Digital de Imagenes

Gonzalez et al. (2009) indica el procesamiento digital de imagenes esta conformado por 5

etapas los cuales se mencionaran a continuacion:
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« Adquisicion de iméagenes: etapa en la que se captura una imagen utilizando camaras
digitales, escaneres o sensores remotos. Convirtiendo la informacion Optica en un
formato digital que se puede procesar y analizar.

» Preprocesamiento: Conjunto de técnicas para mejorar la calidad de las imagenes,

como la correccion de contraste, ajuste de brillo y correccion de ruido de ruido (filtros).

Figura 9

Proceso de correccion de ruido en una imagen

a b C

Nota. a) imagen con ruido b) imagen suavizada o filtrada con mascara de promedio ¢) imagen suavizada con
método OTSU. Fuente: Gonzalez R. , 2008.

« Mejora de imagenes: Conjunto de técnicas y algoritmos con el objeto de realzar las
caracteristicas especificas de una imagen. Como mejora de nitidez, correccion del
balance de color y la supresion de imperfecciones.

« Segmentacion: Etapa donde se muestrea la imagen en partes mas pequefias y
significativas. Se realiza mediante la identificacion de bordes, diferenciacion de

colores o texturas, uso de técnicas de agrupamiento y umbralizacion (Glantz, 1988).
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Figura 10

Proceso de segmentacion de una imagen

a b C

Nota. a) Imagen original b) Imagen segmentada a partir de discontinuidades de intensidad c) Resultado de

segmentacion de imagen en dos regiones. Tomado de Gonzalez R. , 2008.

« Extraccion de caracteristicas: Implica la deteccidn y cuantificacion de atributos
particulares en una imagen, como los limites, las texturas, las formas y los colores.
Estas caracteristicas son luego empleadas en actividades como la clasificacion, el

reconocimiento y el analisis de patrones.

Figura 11

Descriptor de texturas

Fuente: Multimedia and Vision Laboratory at Universidad del Valle, 2013.
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2.3.2.3.Transformaciones Geométricas y Morfoldgicas en Procesamiento de Iméagenes

Las transformaciones geométricas y morfoldgicas se utilizan para modificar la forma, la
posicion y la estructura de los objetos en las imagenes digitales.
2.3.2.3.1. Transformaciones Geométricas
Segun Gonzalez et. al (2009) las transformaciones geométricas mas utilizadas son:
A. Rotacioén: gira una imagen alrededor de un punto de referencia, cambiando asi la
orientacion de la imagen.
B. Escalado: Modifica el tamafio de la imagen, aumentando o reduciendo el tamafio de
la imagen.
C. Traslacion: Esta transformacion desplaza los pixeles de una imagen en una direccion
determinada.
D. Reflexion: voltea la imagen en relacion a un eje dado.
E. Shearing: distorsiona la forma de una imagen en cierta direccion.
2.3.2.3.2. Operaciones Morfoldgicas

Estas transformaciones se basan en operaciones de teoria de conjuntos mediante las cuales
se pueden cambiar la forma y estructura de los elementos de la imagen. las conversiones mas
utilizadas son:

A. Erosion: Reduce el tamafio de los objetos de una imagen eliminando pixeles en bordes,
pixeles aislados y solitarios y estructuras finas. Estos cambios se producen debido a
la interaccidn con un elemento estructurante (también conocido como kernel). Este
proceso se realiza mediante un ventaneo (windowing) a través de toda la imagen

binaria de entrada. En donde el pixel de salida sera primer plano o blanco si todo el
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elemento estructurante cabe en una region donde todos los pixeles son de primer plano
y en cualquier otro caso sera fondo o pixel negro.

Matematicamente la erosion se define como:

A© B ={z]|(B,) <4}

Donde:

A: imagen binaria de entrada

B: elemento estructurante

B, traslacion del elemento estructurante por el vector z

Figura 12

Operacion morfoldgica - erosion en una imagen

Nota: proceso de aplicacion de operacion morfoldgica de erosion a una méscara binaria.

B. Dilatacion: Amplia el tamafio de los objetos de interés en la imagen al agregar pixeles en
los bordes, de esta forma ayuda a ampliar los objetos o cerrar los huecos no deseados en la
imagen. Estos cambios se producen debido a la interaccion con un elemento estructurante
(también conocido como kernel). Este proceso se realiza mediante un ventaneo
(windowing) a traves de toda la imagen binaria de entrada. En donde el pixel de salida sera
primer plano o blanco si el elemento estructurante al ser superpuesto coincide con al menos

un pixel de primer plano de la imagen binaria de entrada.
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Matematicamente la erosion se define como:
A®B={z|(B,) UA+ 0}

Donde:

A: imagen binaria de entrada

B: elemento estructurante

B, traslacion del elemento estructurante por el vector z
@:vacio

Figura 13
Operacion morfoldgica - dilatacion en una imagen

Nota: proceso de aplicacion de operacion morfoldgica de dilatacion a una mascara binaria.

2.3.2.4. ROI (Region of Interesting)

En el &mbito del procesamiento de iméagenes, la region de interés (ROI) hace referencia a
la porcion de una imagen escogidas para su analisis exhaustivo. Una ROl puede ser expresada
como una mascara binaria. En la imagen de mascara, los pixeles que estan dentro de la ROI se

fijan en 1y los que estan fuera, en 0. (MathWorks, s.f.)
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Figura 14
ROI (Region Of Interesting)

Nota. A) seleccion de ROI en Imagen original. B) ROI (Region of Interesting). Fuente: Diaz, 2015

2.3.3. Herramientas Computacionales
2.3.3.1. Python

En 1989, Guido Van Rossum desarrollé Python en el Cemtrum Wiskunde & Informatica
(CWI). Python es un lenguaje de programacion de alto nivel, de codigo abierto, con tipos
dindmicos, orientado a objetos e interpretado. Empleado extensamente en el desarrollo de
software, programas web, ciencias de datos y aprendizaje automatico. Python puede funcionar en
varias plataformas y sistemas operativos (OS), entre los que se destacan Windows, Linux, macOS
y Unix. De igual manera, Python cuenta con mas de 137 000 bibliotecas que los desarrolladores
utilizan para usarlas en diversas aplicaciones. Convirtiendo Python en un lenguaje eficaz y sencillo
de aprender y entender. (Amazon Web Services, 2024)
2.3.3.2. Bibliotecas de Python

Una biblioteca o libreria de Python es un conjunto de médulos que incluyen funciones,
clases y procedimientos pre establecidos, creados para ampliar las capacidades del lenguaje de

programacion Python. Entre ellas tenemos:

47



e Matplotlib: Aplicado en usos cientificos para realizar graficos de data en dos y tres
dimensiones.
e Pandas: Utilizado principalmente en labores de ciencia de datos, es eficiente para
manejar datos de serie temporal y datos organizados como tablas y matrices.
e NumPy: Utilizado para efectuar operaciones y algebra lineal
e Requests: Utilizada en desarrollo web, ya que utiliza solicitudes HTTP,
e OpenCV-Python: Utilizado para desarrolladores de aplicaciones de procesamiento de
iméagenes y vision artificial.
e OS: Libreria que permite el manejo de archivos, directorios y procesos del sistema
operativo.
o Datetime: Libreria que permite el uso de la fecha y hora del sistema operativo.
e Picamera2: Libreria que permite uso y configuracion de camaras oficiales de
Raspberry.
2.3.3.3. OpenCV
OpenCV (Open Source Computer Vision) es una libreria de codigo abierto que ofrece un
amplio conjunto de herramientas y algoritmos para el procesamiento digital de imagenes y el
analisis de video. Intel impulso su desarrollo inicial en el afio 2000, con la finalidad de simplificar
la implementacion de aplicaciones de visibn computacional en tiempo real.
OpenCV se emplea en programas como:
e Procesamiento de iméagenes: Se llevan a cabo acciones en las imagenes como filtros,
transformaciones geométricas y segmentacion, que resultan cruciales para extraer

informacidn pertinente de las mismas.
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e Vision por computadora: Es capaz de llevar a cabo funciones complejas como el
reconocimiento facial, la identificacion de objetos y el monitoreo de movimiento.
e Interaccién hombre maquina: Facilita la creacion de interfaces en las que el usuario
interactua con sistemas informaticos.
e Interaccién con técnicas avanzadas: Emplea métodos de aprendizaje automatico y
Deep learning para dar solucién a problemas complejos de vision artificial.
2.3.3.4. Algoritmos de Analisis de Movimiento en OpenCV
OpenCV dispone de algoritmos para realizar analisis de video en tiempo real, esto con la
finalidad de realizar deteccion de eventos de interés tales como presencia y movimiento. Los
algoritmos para realizar analisis de movimiento son: sustraccion de fondo, flujo dptico.
2.3.3.4.1. Técnicas de Sustraccion de Fondo
La sustraccion de fondo es una técnica ampliamente utilizada en procesamiento de video
con la finalidad de identificar elementos en movimiento. La sustraccion de fondo divide los objetos
en movimiento del fondo estatico en un primer plano binario (los elementos que se mueven son
blancos y el fondo es negro). OpenCV dispone de algoritmos para sustraccion de fondo entre las
principales esta MOG2 y KNN.

Figura 15

Diagrama de herencia para CV: BackgroundSubtractor

CV: Algorithm

CV:BackgroundSubtractor

mam CV:BackgroundSubtractorKNN
e CV:BackgroundSubtractorMOG2

Nota. Diagrama de herencia de algoritmos BackgroundSubtractor de OpenCV. Fuente: OpenCV, 2025.
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Los algoritmos MOG2 y KNN estan basados en el trabajo de investigacion de Zivkovic y Van der

Heijden (2006). Donde el principal objetivo del trabajo de investigacion fue separar los objetos en

movimiento de un fondo estatico. Para resolver este problema presentaron dos enfoques

estadisticos avanzados, el primero basado en el modelo de mixturas Gaussianas y el segundo

basado en estimacion de densidad no paramétrica con kernel variable.

A. Algoritmo MOG2 (Mixture of Gaussians 2)

Este algoritmo modela el valor de cada pixel como una mezcla de varias distribuciones
Gaussianas, donde cada distribucion representa un posible estado o valor del pixel.
Mediante el uso de criterios bayesianos, este algoritmo decide automaticamente cuél de las
distribuciones gaussianas se asemeja mejor al valor del pixel y en caso de no existir
coincidencia con alguna distribucion, este pixel es puesto en primer plano considerado
movimiento. En OpenCV el algoritmo se aplica mediante uso del comando
cv2.createBackgroundSubtractorMOG2() y sus parametros se presentan en la tabla 1.

Tabla 1

Parametros de programacion algoritmo cv2.createBackgroundSubtractorMOG2

cv2.createBackgroundSubtractorMOG2(Parametros)

Parédmetros Descripcion
History Numero de frames, utilizado para actualizar el modelo de fondo.
varThreshold El Umbral de decision establece si un pixel pertenece a una distribucion

gaussiana. Para determinar la distribucidn apropiada, contrasta la distancia
cuadratica del valor del pixel con la media de las distribuciones, ponderada
segun la varianza.

detectShadows Permite detectar sombras como parte del movimiento.

Nmixtures Numero de distribuciones gaussianas usadas.

backgroundRatio Umbral para decidir que distribucion gaussiana representa el fondo.
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Shadowthreshold Umbral para considerar que un pixel es considerado sombra u objeto en

movimiento.

B. Algoritmo KNN (K-Nearest Neighbors)

El algoritmo KNN es un algoritmo més simple y rapido que las distribuciones gaussianas
usadas en MOG2. El algoritmo KNN utiliza estimacion de densidad no paramétrica, esto quiere
decir que no utiliza una forma o ecuacion definida para decidir si un pixel pertenece a un primer
plano o fondo. Entonces, lo que hace KNN es modelar un pixel en base a todo un conjunto de
muestras. Para dividir la imagen en primer plano y fondo utiliza un kernel de tamafio variable
alrededor del conjunto de muestras.

Tabla 2

Parametros de programacion algoritmo cv2.createBackgroundSubtractorKNN

cv2.createBackgroundSubtractorKNN(Parametros)

Parametros Descripcion

History Numero de frames que utiliza el algoritmo para calcular el modelo de fondo,

en este caso guarda valores anteriores del pixel en esa posicion.

dis2Threshold  Umbral de distancia cuadrada que decide si el nuevo valor del pixel pertenece
al fondo. Similar al valor de la varianza en una distribucién gaussiana donde

le da un rango para decidir si pertenece al fondo o al primer plano.

detectShadows  permite detectar sombras como parte del movimiento.

Para un mejor entendimiento a continuacion se presenta la légica del algoritmo:

Dado el fotograma de imagen representada por la matriz 3x3 en el instante T:

PO,O P0,1 PO,Z

Imagen RGBy = [P1o P11 Pi2]r
Pro Pr1 Py

o1



Analizando solo para el pixel P; j_[R; ;G; ;B; ;] el cual, por métodos de ejemplificacion, el
historial H para el pixel (1,1) es el conjunto de sus valores RGB en 4 fotogramas anteriores:
Hy, = [PT% PI73,PIT2 PITY|  donde: |Hy | =4

La heuristica k vecino més cercano se define por la raiz cuadrada del tamafio del historial:

k= ’|H1,1|=\/Z=2

Entonces para que el pixel nuevo sea considerado fondo, el nimero de muestras dentro del
umbral de distancia cuadrada debe ser como minimo 2.

Calculando las distancias cuadradas del valor del pixel con su historial:
d; = ((Rl,l)T - (Rl,l)T_i)z + ((Gl,l)T - (Gl,l)T_l-)z + ((Bl,l)T - (Bl,l)T_i)Z

d; = Z (cIy — 19?2 para:i=1...4
c €{RG,B)

Finalmente se analiza:

N
Si Z I(d; < dis?Threshold) > K

1=1

Donde las distancias que se ajusten a esta condicién estaran dentro del umbral y si la
cantidad de distancias es igual o mayor al valor k, el pixel es considerado fondo. En caso contrario,
sera considerado pixel cambiante o representacién de movimiento.

2.3.4. Sistema Embebido Raspberry Pi

Es un mini - ordenador de placa Unica de bajo costo y alto rendimiento, desarrollado por la
Fundacion Raspberry Pi y lanzado al mercado en el afio 2012. Basado en arquitectura ARM,
sistema operativo Linux, capacidad grafica avanzada y diferentes capacidades de memoria RAM,

que puede llegar hasta los 8 GB en los tltimos modelos.
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La Raspberry es un dispositivo caracterizado por su versatilidad ya que no solo es un
miniordenador, sino que se puede utilizar en una amplia gama de aplicaciones como proyectos de
robotica, automatizacion e internet de las cosas (l1oT), gracias a que la Raspberry incluye puertos
de entrada y salida de proposito general (GP10). (Raspberry Pi, 2025)

Figura 16

Tarjeta electrénica Raspberry Pl

Fuente: Raspberrypi, 2024.

2.3.5. Camaras Raspberry Pi

Raspberry Pi ofrece varios modulos de cdmaras oficiales compatibles con los sistemas
embebidos fabricados por la misma empresa. EI primer modelo de 5 megapixeles fue lanzado el
afio 2013, para el afio 2016 lanzaron los nuevos modulos de camaras en su version 2 con 8
megapixeles. Los modelos mas recientes son los médulos de camaras version 3 de 12 megapixeles
lanzado el afio 2023. Estos Gltimos modelos fueron producidos en cuatro variantes:

e Estandar de espectro visible,

e Amplio campo de vision de espectro visible,

e Infrarrojo estandar

e Infrarrojo de amplio campo de vision.
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Actualmente se vienen desarrollando nuevos modelos como la cdmara HQ (High Quality)
los cuales tiene la opcion de usar monturas de lentes externas para mejorar la calidad de las
iméagenes y el modelo de camara IA el cual tiene capacidad de baja latencia y un alto rendimiento
para uso en aplicaciones de redes neuronales.

Figura 17

Mddulos de camaras Raspberry P1V:3

Nota: 04 modelos de modulos de cdmaras Raspberry Pi V3. Fuente: Raspberrypi, s.f.

2.3.6. Camaras de Seguridad IP

Dispositivo electrénico de monitoreo que captura y envia video en forma digitalizada
mediante una red IP (protocolo de internet). (Valades, 2024)
2.3.6.1. Funcionamiento
Segun Valades (2024) la operacion de una camara IP se fundamenta en 4 etapas:
e Captura de imagenes: Procedimiento en el que se captura el video a través de un
sensor de captura de imagen.
e Compresion de video: Etapa en la que el video es comprimido en estandares de
codificacion de video H.264 o H.265 para luego ser enviado por la red de manera

eficiente.
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e Transmision a través de una red: El video comprimido es enviado a traves de la red
mediate una conexion ethernet o mediante conexion inalambrica Wi-Fi.

e Recepcion y visualizacion: Etapa final donde el video es descomprimido y mostrado
al receptor mediante una pantalla.

2.3.6.2. Aspectos Técnicos de Camaras IP

A continuacion, se definiran algunas especificaciones técnicas a tener en cuenta al

momento de utilizar camara IP.

e Sensor: Hay dos clases, el CCD (Dispositivo de carga acoplada) y el CMOS
(Semiconductor complementario de oxido metalico), cuyo contraste se basa en la
sensibilidad a la luz y la rapidez con que se convierten sefiales luminicas en sefiales
eléctricas. EI CMOS es el méas asequible y mas utilizado en camaras de
videovigilancia.

e Lente: componente dptico encargado de enfocar la luz exterior al sensor de imagen.

e Distancia focal: Es la separacion entre la lente y el sensor, expresada en milimetros
como unidad de medicion, este indicador establece el nivel de acercamiento o amplitud
de la imagen.

e Apertura: La apertura del diafragma controla la cantidad de luz que entra al sensor,
una apertura amplia resulta ventajosa en situaciones de escasa iluminacién, mientras
que una apertura reducida conserva los elementos méas enfocados.

e Resolucion: Hace referencia al numero de pixeles que alberga la imagen capturada, lo
que determina la nitidez y calidad del video. Se categoriza en normas como la HD

(720p), la Full HD (1080p) y la 4K (2160p).
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23.7. OTT

Una OTT (Over-The-Top) hace referencia a servicios disponibles en internet que evitan el
uso de plataformas convencionales de telecomunicaciones. Estos servicios comprenden
aplicaciones de video bajo demanda, servicios de mensajeria y videoconferencias, tales como
Netflix, WhatsApp e Instagram. (Mamushiane, 2023)

2.3.8. API

Se puede interpretar la AP (Application Programming Interface) como las caracteristicas
que proporciona un servicio de software especifico, permitiendo que otros puedan emplearlas para
optimizar sus resultados. Usualmente no es un producto en si mismo, sino que actia como un
enlace entre un software ya desarrollado y otro al que puede ser beneficioso, lo que se denominaria
una interaccion "software-to-software". (Plaza Estévez, 2016)
2.3.8.1. Funcionamiento de API

Segun (Geeksforgeeks, 2023) el funcionamiento de API (Application Programming
Interface) se puede explicar en 4 pasos:

e El cliente inicia una solicitud a través de una URI (ldentificador Uniforme de

Recursos) de las APIs.
e El API realiza una llamada al servidor.
e Después el servidor envia una respuesta al API con la informacion solicitada.

e Finalmente, la API transfiere la informacion al cliente
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Figura 18

Funcionamiento de API

End User with Server Back-end
Browser System
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Nota: Comparativa de funcionamiento de API con un ejemplo cotidiano. Fuente: geeksforgeeks, 2023

2.3.9. Bot

Es una aplicacion de software automatizado que lleva a cabo actividades recurrentes en
una red. Esta aplicacion sigue directrices concretas para replicar el comportamiento humano. Un
bot informatico sigue normas e indicaciones para llevar a cabo una tarea programada. Una vez
activados puede interactuar entre si o con los seres humanos mediante protocolos de comunicacion
de red. Una peticion HTTP es un protocolo de comunicacién empleados por los navegadores para
enviar y recibir informacién. ( Amazon Web Services, s.f.)

2.3.10. API Bot de Telegram

Son aplicaciones que se ejecutan en el programa de Telegram. La API de bots es una
interface basada en HTTP creada para programadores interesados en desarrollar bots para
Telegram con la finalidad de realizar actividades como: remplazo de sitios web, administracion de
negocios, creacion de herramientas personalizadas, integracion con servicios y dispositivos entre
otras. (Telegram, s.f.)
2.3.10.1. Proceso de Integracion de API Bot de Telegram

El proceso de integracién segin documentacion de Telegram sigue los siguientes pasos:
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e Autorizar el Bot: la creacion y autorizacion del bot se lleva a cabo a traves de la
herramienta de Telegram denominado @BotFather, el cual es el encargado de crear
y administrar los bots de Telegram. Este brindara el token que es el identificador
de bot con autorizacion para comunicarse con los servidores de Telegram.

e Realizar solicitudes: las peticiones o consultas a las API de bots de Telegram deben
ser enviadas a traves de HTTPS en el siguiente formato,
https://api.telegram.org/bot<token>/METHOD_NAME donde el  campo
METHOD_NAME representa los métodos de HTTP GET y POST, los cuales son
empleados para enviar informacion entre un cliente y un servidor.

Telegram ofrece una serie de métodos, cada uno disefiado para fines particulares, los cuales

se pueden consultar en la documentacion oficial de la Telegram Bot API.
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Capitulo I11: Disefio del Sistema

3.1. Estudio Preliminar del Lugar de Instalacion

En la presente seccion se examina el entorno de aplicacion con el fin de validar la necesidad
y respaldar las decisiones del disefio del prototipo del sistema. A continuacion, se presenta las
condiciones histdricas, climaticas y geograficas del sector de Picol Orccompucyo.

3.1.1. Documentacion Histdrica y Causas

Aunque los reportes de las instituciones dedicadas al registro de incidencias de incendios
forestales como el COER e INDECI, estos catalogan a los incendios forestales como incidencias
a nivel distrital o regional, dificultando el registro a escala comunitaria. Se ha verificado la
recurrencia de incendios forestales en la zona de estudio,

Trabajos académicos como la de Suarez (2021) documenta eventos en el afio 2020, en los
meses de octubre y noviembre, llegando a la conclusion que estos son causados por factores
antrépicos y malas practicas de quemas.

Esta situacion se refuerza con informes documentados por los diaros locales, donde el 27
de julio de 2022 se produjo un incendio forestal que devasto hasta 5 hectareas en el sector de Picol
Orccompucyo, cerca al centro arqueoldgico Ragayragayniyuq. Asimismo, el 16 de agosto de 2024,
se produjo un incendio de gran magnitud en la zona de Picol, que devastd hasta 400 hectareas de
superficie forestal, que fue atribuido a la actividad humana.

Para reforzar la idea de las causas de los incendios forestales, segun el MINAM (Ministerio
del Ambiente) indica que el 98% de incendios forestales son causados por la accién humana, con
actividades relacionadas a las quemas agricolas, quemas con fines de pastoreo y quemas

accidentales.
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3.1.2. Temporadas de Riesgo y Cronologia

Segun Suarez (2021) la comunidad campesina de Picol Orccompucyo presenta una
caracteristica climatica bimodal, es decir temporada seca de abril a octubre y otra temporada de
lluvias de noviembre a marzo. Siendo los meses de junio a noviembre donde se presenta
temperaturas mas altas, vientos fuertes y acompafado a las bajas precipitaciones de lluvia lo cual
pone a la comunidad en un alto riesgo para la ocurrencia de un incendio forestal.

3.1.3. Condiciones Climaticas y Geograficas del Sector

Los incendios forestales pueden agravarse en condiciones climaticas especificos: déficit
hidrico, altas temperaturas, estaciones secas y fuertes vientos, que favorecen la extension del fuego
abarcando grandes areas. (CENEPRED, 2021)

Si bien no existe un estudio especifico del comportamiento de los vientos en la comunidad
campesina de Picol Orccompucyo, la referencia de CENEPRED (Centro Nacional de Estimacion,
Prevencién y Reduccion del Riesgo de Desastres) sobre el mapa de velocidades medias de vientos
en la region de Cusco (obtenidos a 10 metros de la superficie) permite inferir que la velocidad
méaxima es de 5.4 m/s lo que corresponde a un grado de fuerza 3 en la escala Beaufort, catalogado
como brisa floja.

Las direcciones de los vientos en la regién de Cusco varian y estan influenciados por la
geomorfologia local pero los patrones indica que en los meses de junio a noviembre prevalecen
del norte y del noroeste. (Weather Spark, s.f.)

Otro factor que contribuye favorablemente a la expansion de un incendio forestal es la
forma de terreno. Los suelos con pendientes pronunciadas propagan el fuego de forma rapida.
Segun Suarez (2021) la comunidad Campesina de Picol Orccompucyo presenta pendientes

catalogadas desde bajas hasta muy altas tal como se muestra en la figura 19.
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Figura 19

Morfologia de pisos de comunidad campesina de Picol Orccompucyo

Fuente: Suarez, 2021

3.1.4. Caracteristicas de la Flora como Combustible

Segun Suarez (2021) la comunidad de Picol Orccompucyo presenta zonas forestales con
suelos de pajonales espinosos y matorrales naturalmente secos. Este tipo de vegetacion es un factor
primordial para la expansion del fuego.

Asi mismo indica que en la comunidad campesina predomina el eucalipto, una especie de
arbol pirofila cuyas hojas estdn compuestas por aceites volatiles, lo cual actia como combustible

para estos fuegos no controlados.
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3.1.5. Comportamiento del Humo

El comportamiento del humo depende de las estaciones del viento en la zona, generalmente
el humo tiene un comportamiento ascendente esto debido a que: el calor generado por las quemas
produce un fendmeno de conveccion del aire, haciendo que el aire caliente (menos denso) asciende
de forma vertical. Los vientos al tener un comportamiento de movimiento horizontal interactian
con el humo, lo que produce que la columna vertical del humo se incline (Andrews, 1986).

El color de humo depende de factores entre ellos la proporcion de concentracion de vapor
de agua y hollin (carbono no quemado). EI humo blanco indica la etapa inicial de un incendio
forestal ya que existe un calentamiento con alta humedad o combustible ligero. A medida que la
combustion se intensifica y sumado con la reduccion de oxigeno y el aumento de hollin traera
como consecuencia el humo negro u oscuro lo que indica una intensidad fuerte de fuego y
combustion seca (Krzeczkowska, 2024).

En base estos conceptos y los patrones de viento en la zona (seccion 3.1.3) se infiere que
el comportamiento del humo forestal en el sector de Picol Orccompucyo tendra un comportamiento
horizontal. En condiciones de vientos fuertes, la columna de humo tendera a inclinarse
predominantemente hacia el sur y el suroeste. En cuestion de color a considerar se tendré en cuenta
los colores claros (blanco a gris claro) ya que este indica una combustion inicial de la flora.

3.2. Metodologia de Disefio y Justificacion del Prototipo

El proyecto se centra en el desarrollo y validacion de un prototipo funcional, adoptando

una técnica de disefio que sustenta la viabilidad y escalabilidad.
3.2.1. Metodologia de Disefio del Sistema
Dada la delimitacion del alcance del proyecto de ingenieria respecto al desarrollo y

validacién del sistema con una sola camara, se optd por una metodologia bottom — up.
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Este enfoque se centro en el desarrollo de un prototipo funcional, permitiendo la validacion
de la idea antes de implementar un sistema a gran escala.
3.2.2. Justificacion del Area de Monitoreo

Segun Suarez (2021), las areas de interseccion entre zona agricola con zonas forestales son
los sectores donde se inician los incendios forestales, siendo las quemas de rastrojos son los
principales detonantes de fuego.

Si bien el mapa de riesgo historico del afio 2020 se concentra hacia el oeste del sector y en
el afio 2022 se registro otro evento hacia el este, la probabilidad de la ocurrencia de un incendio
forestal persiste en toda esta zona de interseccion.

Figura 20

Mapa de riesgo potencial de incendios forestales.

Fuente: Suarez (2021)

Para la fase de pruebas del prototipo, se tendrd en cuenta un punto de localizacion que
cumpla con los siguientes requerimientos: representatividad del ecosistema, viabilidad para las

pruebas controladas, linea de vision a la zona problematica y factibilidad técnica de instalacion.
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En la figura 21 se muestra el punto de prueba con mayor potencial por la existencia de
infraestructura cercana donde instalar el prototipo, como el salon comunal de Picol Orccompucyo
y viviendas aledafias, los cuales tienen buena linea de vision a estos entornos problematicos.

Figura 21

Mapa de cobertura de camara instalada

ECOSISTEMAS

Nota: La Figura muestra la ubicacién de la cAmara en zonas de transicién agricola y forestal. Modificacion de mapa
de ecosistemas San Jer6nimo Fuente: MD San Jeronimo, 2022

Figura 22

Evidencia fotografica de campo
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El analisis de linea de vision y los perfiles de elevacion mostrado en las figuras 23 y 24
muestra que el punto de localizacion potencial tiene un campo de vision que abarca la mayor parte
de ecosistemas desde la zona agricola terminando en las zonas més altas como pajonal de puna.

Figura 23

Perfil de elevacion del terreno primer punto alto sector Picol Orccompucyo

Fuente: Google Earth Pro.

Figura 24

Perfil de elevacion de terreno segundo punto de elevacion Picol Orccompucyo

Fuente: Google Earth Pro.
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3.3. Especificaciones de Requerimientos
El disefio del prototipo del sistema de deteccion de incendios forestales utilizando técnicas
de procesamiento digital de iméagenes, implica una buena eleccion de herramientas de
implementacion, que incluyen: dispositivo de captura de imagenes, dispositivo electrénico
embebido, programas y algoritmos necesarios para hacer la deteccion de eventos y envio de
notificaciones de alertas de los incendios detectados.
3.3.1. Requerimientos Funcionales
El proyecto de ingenieria debe cumplir con tareas operacionales especificas:
e Monitoreo constante: La captura de video debe ser en tiempo real.
e Precision en deteccion: El prototipo debe tener un alto grado en deteccién de humo o
fuego segun sea el caso.
e Rapidez en tiempo de respuesta: La generacion de alertas debe ser automatica e
inmediata mediante el envio de notificaciones.
3.3.2. Requerimientos Técnicos
Adicionalmente algunas especificaciones técnicas que debe cumplir el proyecto de
ingenieria:
e Software: Debe ser capaz de procesar imagen en tiempo real ademas de incluir
librerias para hacer tareas de vision artificial.
e Sistema operativo: El software debe ser compatible con sistemas operativos como
Windows o Linux.
e Camara: La cdmara debe ser capaz de obtener imagenes de buena resolucion y operar

con protocolos compatibles con la unidad electronica de procesamiento.

66



Unidad de procesamiento: El sistema embebido seleccionado debe ser capaz de
ejecutar programas de procesamiento de imagenes en tiempo real. Compatible con el
sistema operativo Windows o Linux, lo cual serd indispensable para implementar
algoritmos de anélisis de iméagenes.

Robustez: El sistema debe operar de manera continua, adaptdndose a cambios de
iluminacion en el entorno forestal.

Escalable: El sistema debe ser capaz de implementarse en diferentes entornos
forestales y debe ser ajustable en sus parametros de programacion.

Fuente de energia: El proyecto de ingenieria requiere una fuente de energia
ininterrumpida, para energizar los componentes durante las pruebas.

Conexién a internet: El sistema requiere conexién a internet para enviar las

notificaciones de alertas detectadas.

3.4. Arquitectura del Sistema

En la presente seccion se describe la estructura de los elementos del sistema y su

interrelacion para asegurar el cumplimiento de los objetivos propuestos. El sistema fue disefiado

para funcionar en tiempo real y producir alertas automaticas frente a sucesos, como deteccién de

humo o fuego.

3.4.1. Diagrama de Bloques del Sistema

El sistema esta conformado por diferentes bloques interconectados para realizar

actividades fundamentales como: captura, procesamiento y analisis, transmision de data y para

finalizar la visualizacion de la alerta en un dispositivo maévil del usuario. La figura 25 presenta el

diagrama de bloques, donde se puede visualizar los elementos clave y su interaccion:
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Figura 25

Diagrama de bloques del sistema
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Nota: Diagrama de blogues de equipos fisicos.

Bloque de entrada (Captura): Constituido principalmente por la camara, que captura
el video del entorno forestal en tiempo real y envia la data digitalizada al sistema
embebido para su procesamiento.

Bloque de Procesamiento: El blogue recibe el flujo de video digitalizado, realiza el
procesamiento de la secuencia de imagenes mediante algoritmos desarrollados en
software como: extraccion de regiones de interés (ROIs), deteccion de movimiento,
filtrado para eliminar ruido de movimientos pequefios, deteccion por analisis de color,
deteccidn de movimiento continuo, para finalizar la segmentacion del area de interés
y genera la alerta de deteccion de humo y/o fuego si se cumple los criterios definidos.
Bloque de transmisién: Bloque donde se realiza envio de las alertas, incluyendo la
imagen segmentada, a través de internet mediante el uso de servicios OTT (Over The
Top), como Telegram o WhatsApp.
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e Bloque de usuario: Mediante el uso de un smartphone o PC con accesibilidad a

aplicativos de mensajeria instantanea, visualiza las alertas generadas por el sistema

embebido.

3.5. Disefio de Hardware

El disefio de hardware es esencial para el presente proyecto de ingenieria, una eleccion

inadecuada de estos componentes fisicos puede ocasionar gastos innecesarios debido al mal

dimensionamiento en las especificaciones técnicas o incompatibilidad de integracion entre

dispositivos.

3.5.1. Seleccion y Especificaciones de Dispositivos

En la presente seccion se detalla las especificaciones técnicas de los dispositivos candidatos

a utilizar, asi como la justificacion de la eleccion final del dispositivo.

3.5.1.1. Seleccion y Justificacion de la Camara

Para la seleccion de la cAmara se evalud tres cdmaras de la empresa Raspberry, teniendo

en cuenta la compatibilidad que estos tienen con los sistemas embebidos comerciales.

Tabla 3

Modulos de camaras de la empresa Raspberry Pi

Céamara l Cémara 2 Camara3
Modelo Raspberry Pi V3 Raspberry Pi V3 Raspberry Pi HQ
Standard (12 MP) Wide (12 MP) Camera (12.3 MP)
Sensor Sony IMX708 Sony IMX708 Sony IMX477
Formato de imagen  Hasta 4608 x 2592 Hasta 4608 x 2592 Hasta 4056 x 3040
pixeles. pixeles. pixeles.

Resolucion de video

2304 x 1296p56,
2304 x 1296p30
HDR,

1536 x 864p120

2304 x 1296p56,
2304 x 1296p30
HDR,

1536 % 864p120

2028 x 1080p50,
2028 x 1520p40
1332 x 990p120
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Enfoque

Focal-ratio
Campo de vision
horizontal
Campo de visién
vertical

Campo de vision
diagonal
Interfaz

Costo

Autoenfoque por
deteccion de fase
(PDAF)

F1.8

66°

41°

76°

Puerto CSI-2
S/. 149

Autoenfoque por
deteccion de fase
(PDAF)

F2.2

108°

63°

120°

Puerto CSI-2
S/. 207

Enfoque manual
dependiente de la
lente.

Depende del lente
Dependiente de la
lente.
Dependiente de la
lente.
Dependiente de la
lente.

Puerto CSI

S/. 640

Al comparar las tres camaras y en base a las caracteristicas se optd por seleccionar la
camara Raspberry Pi V3 (Wide) por sus caracteristicas: capacidad para utilizar distintos valores
de resolucion de video, FPS, capacidad de autoenfoque y sobre todo por el amplio campo de visién
(Wide Field of View), el cual es un parametro importante para capturar video de grandes escenas
en la zona de riesgo. Asimismo, se selecciono este modelo porque permite operar en una resolucion
de 1920 x 1080, la cual, segun Bu y Samadi (2019), es la resolucién con mejores resultados
logrando precision de 97% en deteccidn de incendios. Aungue el modelo HQ camera posee un
sensor de 12.3 MP, la V3 ofrece paridad técnica en resolucion de video operativa con un menor
costo de compra y mayor facilidad de configuracién.

El modelo de camara dispone de la interfaz MIPI CSI-2, disefiado para transferir datos a
una alta velocidad, mediante la transmision de bits de datos desde la camara directamente al

procesador de los sistemas embebidos compatibles o que disponen dicha interfaz.
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El modelo seleccionado dispone de documentacion y librerias compatibles para el uso con

OpenCV.

3.5.1.2. Seleccidn y Justificacion del Sistema Embebido

Para la seleccion del sistema embebido se tomé en cuenta la capacidad de realizar tareas

de procesamiento de imagenes en tiempo real, bajo consumo para utilizarlos como estaciones de

monitoreo y la accesibilidad en el mercado local y nacional.

Entre los microcomputadores con los requerimientos de accesibilidad y precio se tienen los

siguientes:

Tabla 4

Sistemas embebidos propuestos

Raspberry Pi 5

Raspberry Pi 4B

NVIDIA JetsonNano

Procesador

GPU

RAM

Almacenamiento

Interfaz de
camaras

Conectividad

Aceleracién de
1A
Alimentacién

Costo

Quad-core ARM
Cortex-A76 (2.4 GHz)

VideoCore VII

8 GB LPDDR4X
MicroSD + eMMC
(opcional)

Doble puerto CSI

Gigabit Ethernet, Wi-Fi
6, Bluetooth 5.0
No

USB-C (5V, 5A)
S/. 579

Quad-core ARM
Cortex-A72 (1.5 GHz)

VideoCore VI

8 GB LPDDR4

MicroSD

Doble puerto CSI

Gigabit Ethernet, Wi-

Fi 5, Bluetooth 5.0

No

USB-C (5V, 3A)
S/. 509

Quad-core ARM
Cortex-A57 (1.43
GHz)

NVIDIA Maxwell
con 128 nucleos
CUDA

4 GB LPDDR4
MicroSD

Un puerto CSI

Gigabit Ethernet, sin
Wi-Fi ni Bluetooth
TensorRT y
aceleracion CUDA
Barrel Jack (5V, 4A)
S/.1490
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Al comparar los tres sistemas embebidos con capacidad de realizar tareas de procesamiento
de imagenes en tiempo real, se decidio elegir a la Raspberry Pi 5 por tener una mayor potencia de
procesamiento en el CPU, lo cual es ideal para el proyecto de procesamiento de imagenes en
tiempo real y ofrece margen para futuras ampliaciones o mejoras de software. Dispone de
interfaces de conectividad necesarias para el proyecto de ingenieria y sobre todo por disponer la
interfaz de camaras compatibles con las propuestas en pasos anteriores.

En cuanto al costo se puede apreciar que las Raspberry Pi 5 es mas econdémica que la Jetson
Nano y con capacidad suficiente para el proyecto de ingenieria.
3.5.1.3. Seleccidn de Dispositivo de Alimentacién Eléctrica

El modelo de Raspberry Pi 5 al ser uno de los ultimos sistemas embebidos que salié en el
mercado, con capacidades superior a sus predecesores para realizar tareas de procesamiento de
iméagenes en tiempo real. Conlleva a que el sistema embebido requiera méas potencia para realizar
estas tareas.

Segun fabrica, la Raspberry Pi 5 debe utilizar una fuente de alimentacion con las siguientes
especificaciones mostradas en la siguiente tabla:

Tabla 5

Especificaciones técnicas de fuente de energia de Raspberry Pi 5

Caracteristicas Especificaciones
Voltaje de entrada 220V AC

Voltaje de salida 50V DC

Corriente méax. salida 5.0 amperios.

Potencia total 27 watts

Conector USB-C (Power Delivery)
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3.5.1.4. Seleccidn de Dispositivos de Enfriamiento del Sistema

Los sistemas de enfriamiento y ventilacion son esenciales para los sistemas embebidos y
de esto depende que el sistema funcione de manera eficiente y evita que los dispositivos internos
se sobrecalienten.

La Raspberry Pi 5 segun caracteristicas técnicas tiene una operacion Optima de
funcionamiento entre los 0° C a 80° C. A partir de los 85° C se produce una reduccion de
rendimiento 0 mas conocido como thermal throttling.

Para el proyecto de ingenieria se utilizé un Active Cooler aprovechando que la Raspberry
Pi 5 posee un conector dedicado para ventilacion, en la tabla 6 se muestra las caracteristicas del
Active Cooler.

Tabla 6

Especificaciones técnicas de Active Cooler Raspberry Pi

Caracteristicas Especificaciones

Tipo Activo (ventilacion més disipadora)
Velocidad 4000-8000 RPM

Consumo de energia 5V DC/0,2W-1W

Control de temperatura PWM controlado por Raspberry

3.5.1.5. Seleccion del Modem de Internet

Uno de los requerimientos del sistema es el acceso a internet en una zona donde no se
dispone de infraestructura de red fija. Por ello que se seleccioné un modem 4G LTE cuyas
caracteristicas principales son la autonomia energética para el periodo de pruebas y su portabilidad
permitio trasladar a diferentes puntos. Se utilizo este dispositivo para optimizar recursos ya que se

disponia de este hardware, de esta forma validando la viabilidad del prototipo antes de implementar
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un sistema de comunicacion auténomo para el sistema. ElI modem seleccionado es el ZTE
MF920U vy las caracteristicas principales se muestra en la siguiente tabla:

Tabla 7
Caracteristicas modem Wi-Fi 4G LTE

Caracteristicas Especificaciones

Tecnologia LTE CAT 4G

Banda Wi-Fi 2.4 GHz

Sistemas operativos Soporta WINDOWS / MAC OS/ LINUX
Bateria Bateria Li-ion de 2000 mAh

Tiempo de trabajo 8 horas

Consumo energético 4W

3.5.1.6. Seleccidn de Operador y Analisis de Cobertura Celular 4G

Una vez definida la tecnologia de comunicacion, se procedié a un analisis de cobertura
celular en la ubicacion seleccionada, sirviendo de base para futuros despliegues. La herramienta
de OSIPTEL se utilizé para verificar la cobertura, identificando a Movistar, Bitel y Entel como las
operadoras con mayor presencia 4G en la zona (figura 26 y 27).

Adicionalmente, se evalud el RSRP (Reference Signal Received Power), o potencia media
de la sefial recibida, mediante Network Cell Info lite. El analisis mostré que Claro (Banda 28/700
MHZz) superd a Bitel (Banda 7/2600 MHz) en potencia y calidad en la ubicacion de interés. Claro
registré una sefial mas fuerte, alcanzando -94dBm, y una calidad superior, -16 dBm. A pesar de
que Bitel tiene mas antenas cercanas, esta diferencia se atribuye a la frecuencia de sus bandas.

Estas mediciones seran cruciales para seleccionar la operadora a utilizar en campo.
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Figura 26

Mapa de cobertura celular 4G operadores en sector de San Jeronimo Cusco. (Garantizado)

Nota: cobertura garantizada de cobertura movil 4G Fuente: Checa tu sefial - OSIPTEL, s.f.

Figura 27

Mapa de cobertura celular 4G operadores en sector San Jeronimo Cusco. (Desempefio variable)

Nota: Cobertura Total con desempefio variable de cobertura mévil 4G Fuente: Checa tu sefial - OSIPTEL, s.f.
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Figura 28

Medicidn calidad de servicio (QoS) y rendimiento red LTE/4G operadoras Claro y Bitel.

Fuente: Aplicativo movil Network Cell Info Lite

Figura 29
Mapa de cobertura celular 4G operadora Claro y Bitel

Fuente: Aplicativo movil Network Cell Info Lite
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3.5.2. Diagrama de Conexion Logica y Disposicion Fisica

En la figura 30 se muestra el diagrama de conexién ldgica de los componentes fisicos

seleccionados, el flujo de datos y el tipo de sefiales que los conectan. A continuacion, se describe

los bloques principales:

Nodo de procesamiento: Representa al nucleo central del sistema. Se basa en la
arquitectura del sistema embebido Raspberry Pi, el cual es la unidad de procesamiento
central, recibe la sefial de video digital desde la camara Raspberry Pi V3 (Wide) a
través de la interfaz MIPI CSI-2, el cual es un protocolo optimizado para transferencia
de datos desde sensores de imagen a una gran velocidad.

El tema de regulacion térmica del procesador se logra mediante un control en lazo
cerrado del mismo hardware, donde una sefial de ancho de pulso (PWM) es emitida
por la Raspberry para regular la velocidad del Active Cooler y de esta forma disipando
el calor.

Tras el procesamiento interno de la Raspberry, los datos de texto e imagen de la
deteccidn son serializadas y transmitidas hacia un modem 4G mediante una interfaz
de red Wi-Fi. EI modem representa la capa de enlace de datos, encapsulando la
informacidén en paquetes de internet para su enrutamiento hacia el servidor de
Telegram.

Red celular e internet: la informacion se envia a traves de la red celular 4G, el cual
accede a internet a través de la red de acceso a radio (RAN). Los paquetes son
enrutados en Internet especificamente a los servidores de Telegram.

Usuario: A través del aplicativo en el dispositivo del cliente se puede establecer la
conexion con el servidor de Telegram para decodificar y visualizar en tiempo real la

alerta generada por el nodo de procesamiento.
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Figura 30

Diagrama de conexion logica
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Adicionalmente en la figura 31 se presenta el diagrama fisico de conexion de los
dispositivos principales seleccionados.

Figura 31
Disposicion fisica de los componentes del sistema

Camara Fuente de
Raspberry Piv3 Energia
Raspberry Pi

j ' Internet

Usuarios

Active cooler
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3.6. Disefio de Software

3.6.1. Algoritmos Planificados

En la presente seccion se describe las técnicas y algoritmos planificados para la

implementacion del prototipo del sistema detector de incendios forestales. En este sentido, se

emple6 métodos que previamente fueron usados en distintos trabajos académicos donde se tiene

datos sobre la efectividad de cada método.

Tabla 8

Comparacion de sistemas de deteccion de fuego mediante metodologias de deteccion de color,

movimiento y forma

Tipo Meétodo Autores Exactitud Falsos Falsos
(%) Positivos (%)  Negativos (%0)
Ce Celik and
. _ 83.87 29.41 0
Single Demirel
Expert Me Foggia et al. 71.43 53.33 0
Sv - 53.57 66.67 21.85
. Ce +Sv - 88.29 13.33 9.74
Multi
Ce + Me Di Lassioetal  92.86 13.33 0
Expert .
Ce+Me+Sv  Foggiaetal. 93.55 11.76 0
RGB + Shape + )
) Rafiee et al. 74.20 41.18 7.14
Motion
Yuv + Shape + )
) Rafiee et al. 87.10 17.65 7.14
Motion
Others
Color + Shape
] Habiboglu et al.  90.32 5.88 14.29
+ Motion
Color + Shape
Chen et al. 87.10 11.76 14.29

+ Motion

Nota: Ce: Color expert (color); Me: Motion expert (movimiento); Sv: Shape variation (forma). Fuente: Bu, 2019.
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En la tabla 8 se puede apreciar que los sistemas expertos basados en deteccion de color
combinado con métodos de deteccion de movimiento tienen una exactitud de 92.86%, mientras
que fusionada con técnicas en deteccion de forma aumentan hasta una exactitud de 93.55%.

Sin embargo, para el presente proyecto de ingenieria se opto por una estrategia que fusiona
movimiento y color, esto debido a que el trabajo al que hace referencia deteccion mediante
caracteristicas de forma lo utiliza Unicamente para detectar fuego.

3.6.2. Algoritmos del Sistema

La presente seccidn esta enfocada en el bloque procesamiento del video (seccion 3.4.1.)
Esta fase esta divida en secuencia de algoritmos donde se describe toda la légica del programa
realizado para cumplir con el objetivo planteado. En la figura 32 se muestra la representacion de
los algoritmos unidos secuencialmente que describen toda la logica del sistema de deteccion de
incendios forestales.

Figura 32

Algoritmos del sistema detector de incendios forestal

FASE 3: PROCESAMIENTO DE VIDEO

Algoritmo fie captura de Algorlt[no de pre.— Algoritmo d.e (Eleteccwn de
video procesamiento de video movimiento
. . Algoritmo de deteccion de Algoritmo de filtrado ruido
Algoritmo de filtrado ruido . v
g X -4——— humo y/o fuego mediante 4—— post - deteccién de
post - espacio de color . L
espacio de color. movimiento

\

Algoritmo de confirmacion y
seguimiento de eventos —»
criticos

Algori . . L
gorlt,mo de s_egmelntacnon Algorltmo_ ,de generacion y
area de interés envio de alerta

3.6.2.1. Algoritmo de Captura de Video
El algoritmo tiene como objetivo establecer la conexion y obtener el flujo de video

(secuencia de frames) en tiempo real desde la cdmara para proseguir con la etapa de pre —
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procesamiento de cada frame. En caso de no establecer una conexion adecuada con la camara, se
muestra el error y termina la ejecucion del cadigo.
3.6.2.2. Algoritmo de Pre — Procesamiento de Video

Este algoritmo prepara cada frame de video para su respectivo procesamiento. Se emplean
métodos de redimensionamiento de cada frame para su analisis. Esto con la finalidad de mitigar
errores en deteccidn y reducir la carga computacional en el sistema embebido. Ademas, se realiza
tareas de extraccion de region de interés (ROI), con la finalidad de examinar unicamente las areas
donde existe mayor probabilidad de ocurrencia de incendios forestales.
3.6.2.3. Algoritmo de Deteccién de Movimiento

Tras el acondicionamiento del frame, se aplica un algoritmo especializado en deteccion de
movimiento. Este algoritmo se basa en comparaciones de valores de pixeles entre fotogramas
consecutivos, identificando y mostrando en primer plano todos los pixeles que experimentaron
modificaciones. De esta forma generando una primera mascara binaria de movimiento.
3.6.2.4. Algoritmo de Filtrado Post — Deteccion de Movimiento

Este algoritmo se aplica a la mascara resultante del algoritmo detector de movimiento con
la funcion de eliminar el ruido causado por movimientos rapidos y de menor intensidad a través
del empleo de filtros de suavizado y morfolégicos.
3.6.2.5. Algoritmo de Deteccion de Humo y/o Fuego Mediante Espacio de Color

Este algoritmo se fundamenta en la comparacion de umbrales en el espacio de color (gj.
HSV, RGB o YCbCr). Para ello se toma de referencia los rangos de valores del color de humo y
fuego para posteriormente crear una mascara binaria con los pixeles de valores iguales.
3.6.2.6. Algoritmo de Filtrado Post — Espacio de Color

Este algoritmo tiene la funcion de eliminar el ruido de pequefios elementos que cumplan
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condiciones de color similares al humo o fuego. La reduccion de ruido se logra mediante el uso de
filtros de suavizado y filtros morfologicos
3.6.2.7. Algoritmo de Confirmacion y Seguimiento de Eventos Criticos

Este algoritmo fusiona ambas méascaras: movimiento y color.
e Confirmacion inicial: Se confirma un evento valido si existe interseccion de pixeles en
ambas méscaras, es decir, es un pixel con tonalidad de humo/fuego y tiene movimiento.
e Seguimiento temporal: El segundo algoritmo confirma si la deteccion perdura a lo largo
del tiempo. Para ello, se tiene un nimero minimo de fotogramas de analisis consecutivo
que confirma finalmente el evento antes de generar la alerta.
3.6.2.8. Algoritmo de Segmentacion Area de Interés

El algoritmo de segmentacion identifica el conjunto de pixeles que cumplen con las tres
condiciones clave (movimiento, espacio de color y la persistencia de la deteccion). Y realiza un
altimo analisis de regiones conexas cuya finalidad es segmentar las agrupaciones de pixeles que
pasen un umbral, de esta forma se resalta solo movimiento relevante. Luego se identifica el area
de interés mediante uso de etiquetas y marcos, ya sea de humo o fuego.
3.6.2.9. Algoritmo de Generacion y Envio de Alerta

El algoritmo final se encarga de generar la imagen final (con el bounding box aplicado).
Esta imagen sera guardada momentaneamente, para luego proceder con el envio de la alerta
mediante mensajeria instantanea como WhatsApp o Telegram.

3.6.3. Diagrama de Flujo de Programacion

El diagrama de flujo del sistema detector de incendios forestales se muestra en la figura
33, donde se representa de forma visual y secuencial los algoritmos anteriormente

conceptualizados en la presente seccion.
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Figura 33

Diagrama de flujo del sistema detector de incendios forestales

Configuracion de
parametros iniciales del
codigo

v

Definir funciones
Enviar mensaje Telegram()
Enviar imagen Telegram()

v

Iniciar programa de
procesamiento.

Algoritmo de Captura de Video ¢

-—
» Captura de video 4—@

Deteccién de video No—» Mostrar error.

"Si

Captura de frame inicial
video

Algoritmo de Preprocesamiento - V
de Video | Redimensionar frame. |

v

| Extraccion de ROI |

No ¢
Algoritmo de Deteccion de - »
Movimiento Aplicar deteccion de
movimiento y generar
mascara de movimiento

glgl\(;lrltr_no_ detFlltrado Post- Deteccién Aplicar filtro de suavizado
€ Viovimiento a mascara de movimiento

Aplicar filtros
morfolégicos a mascara de
movimiento

Movimiento
significativo




Algoritmo de Deteccion de Humo y/o
Fuego Mediante Espacio de Color

Algoritmo de Filtrado post — deteccion
de Color

Algoritmo de Confirmacion y Seguimiento de
Eventos Criticos

Si
A 4

Conversion frame RGB a
HSV

v

Aplicar limites de color
HSV al frame y generar
mascara de color HSV de
humoy fuego

Aplicar filtro de suavizado
a mascara de color

Aplicar filtros
morfologicos a mascara de
color

Generar interseccién de
mascara de movimiento y
mascara HSV

th

Reinicia contador
deteccion humo y

limpiar bufferde  @No
humo
mascaras de
interseccion guardado. J
i

A 4

nterseccion

Si

A 4

@

No-»

Incrementa contador

Incrementa contador de
frame humo.
v

de frame fuego

v

Guardar mascara

Guardar mascara
interseccion humo
]

interseccion fuego

-+

Algoritmo de Segmentacion de Area de Interés

Contador de
frames = n° frames
de analisis

Generar mascara final
de interseccién
continua
T

Detectar coordenadas
de zonas en primer
plano

Segmentar zonas
detectadas con un
rectéangulo y etiqueta
en frame original

Guardar imagen

Reinicia contador
deteccion fuego y
limpiar buffer de
mascaras de
interseccion guardado.

84



Algoritmo de Generacién y Envio — I T
de Alerta Enviar imagen y notificacién

_ _ por TELEGRAM. _ _
Enviar mensaje Telegram() 7]
Enviar imagen Telegram()

Detener proceso
presionar “q"

v

N

Enviar mensaje_Telegram() Enviarimagen_Telegram()
| Construir URL | | Construir URL |
' [
| Configurar parametros | | Configurar parametros |
' I
| Enviar HHTP (GET) a servidor Telegram | | Enviar HTTP (POST) a servidor Telegram |
Falla de conexion si =l dle @smsden si
| Mensaje enviado | | Imagen enviada |

3.6.4. Herramientasy Librerias Seleccionadas

Para el desarrollo e implementacion de los algoritmos propuestos, se requirié la integracion
de software de terceros y librerias especializadas. Estas herramientas se emplearon para tareas
como la configuracion del hardware, conexion remota al sistema embebido, codificacion de
algoritmos y la instalacion de dependencias necesarias.

A continuacion, en la tabla 9 se detalla los programas necesarios instalados en el
computador personal (PC), para tareas puntuales como la configuracion inicial de configuracion

de hardware y establecer la interfaz de programacion remota con la Raspberry.
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Tabla 9

Software de PC seleccionados para el proyecto de ingenieria

Software PC Funcion

Raspberry Pi Imager Descargar e instalar el sistema operativo en MicroSD para su uso
en los sistemas embebidos de Raspberry

PUTTY Acceder remotamente a terminal de comandos del sistema
embebido Raspberry.

Real VNC Viewer Acceder a la interfaz grafica del sistema operativo del Raspberry.

Las tablas 10 y 11 presentan los software y librerias necesarios instaladas directamente en
el sistema embebido Raspberry Pi 5. Este conjunto de herramientas sirvio para realizar la conexion
remota, codificacion del algoritmo, instalacion de dependencias y la ejecucion de los algoritmos

desarrollados.

Tabla 10

Software de Raspberry seleccionados para el proyecto de ingenieria

Software de Raspberry Funcion

Thonny Codificar todos los algoritmos planteados en lenguajes de
programacion Python.
Real VNC Server Permitir que otros dispositivos se conecten y puedan controlar la

interfaz grafica del sistema embebido.
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Tabla 11

Librerias de Python seleccionadas para el proyecto de ingenieria

Librerias de Python Funcion

cv2 (OpenCV) Procesamiento de iméagenes y aplicacion de algoritmos de vision
artificial.

Numpy Manejo de operaciones numéricas y matriciales.

Requests Envio de solicitudes bajo el protocolo HTTP (Hipertext Transfer
Protocol).

Os Gestidn de archivos, directorios y procesos del sistema operativo.

Datetime Obtencidn de fecha y hora del sistema operativo.

Picamera2 Configuracién de camara oficial de Raspberry en Python.

3.7. Justificacién de Decisiones del Disefo

Para el proceso de prueba inicial del sistema, se planteo utilizar videos pregrabados en los
que existe actividad de humo y fuego. Estos videos fueron descargados de dos bases de datos
académico.

e “Wildfire Observers and Smoke Recognition Homepage™: Portal web establecido por el
centro de investigacion de incendios forestales de la Universidad de Split Croacia, Este
portal colabora con bases de datos de fotos, videos, y articulos cientificos donde se
desarrollan algoritmos para deteccién de humo. (Administrator, s.f.).

e Portal web desarrollada por el Profesor A. Enis Cetin: Este es una pagina web donde se
presenta resultados de su trabajo de investigacidn, que consistié en el desarrollo de un

software para deteccidn de incendios basados en vision computacional. (Cetin, s.f.)
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El uso de estas bases de datos permitio evaluar el algoritmo planteado en condiciones
controlados, ajustar y calibrar parametros del sistema en las pruebas repetitivas sin depender de
condiciones ambientales reales. A continuacion, se justifica el uso de algunos parametros de disefio
los cuales fueron usados en la etapa de implementacion.

3.7.1. Resolucion

Segun Bu y Samadi (2019) en su trabajo de investigacion “Sistemas de deteccion de
incendios basados en inteligencia y vision” realizan la comparativa de resolucién utilizados en
distintos proyectos de investigacion. Aunque las configuraciones de resoluciones estan orientadas
a sistemas de deteccion de fuego usando vehiculos aéreos (UAV) en lugar de tecnologia terrestre,
estos fueron usados como referencia basandose en sus métricas de desempefio.

En los resultados del trabajo de investigacion se observa que mientras mayor es la
resolucion mayor es la precision. Obteniendo una precision de 96.47% para resoluciones de 240 X
135y una precision de 97.39% para una resolucion de 1920 x 1080. Por lo tanto, se considera estos
resultados para la etapa del disefio en caso se requiera modificar la resolucion en el algoritmo final.
3.7.2. Algoritmos de Deteccion de Movimiento y Calibracion de Parametros

OpenCV dispone de algoritmos para deteccion de movimiento en videos o secuencia de
fotogramas entre los mas importante en base a su precision y ultimos avances tenemos a MOG2 y
KNN por su precision.

Adinanta et al. (2021) en su trabajo de investigacidn realiza una comparativa de precision
en deteccion de personas, donde se utilizaron los métodos anteriormente mencionados,
concluyendo que el método de KNN es el método con una mayor precision en deteccion de

elementos en movimiento.
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Adicionalmente, el trabajo de investigacion al que hace referencia la documentacién de
OpenCV realizado por Zivkovic et al. (2006) indica que el método no paramétrico KNN es mas
simple de implementar y presenta mejores resultados en escenas dinamicas complejas, mientras
que el modelo de distribuciones gaussianas (MOG) es mas adecuado para escenas estaticas.

Se descarta algoritmos como Random Forest, XGBoost 0 SVM para esta etapa de
sustraccion de fondo para detectar movimiento, debido a que estos son modelos de aprendizaje
supervisado que requiere un etiquetado previo exhaustivo y alto costo computacional para la
segmentacion de pixeles en tiempo real. En contraste a KNN o MOG2 que son métodos no
supervisados que permite la segmentacion automatica del fondo y movimiento sin necesidad de
un entrenamiento previo.

Por los motivos mencionados (simplicidad, robustez y desempefio) se decidio utilizar el
segundo método KNN para la sustraccion de fondo. Esta eleccion se diferencia de los enfoques de
estado del arte revisados que utilizan distribuciones gaussianas con mayor predominancia.

Para hallar los parametros mas eficientes del algoritmo KNN los cuales son: history,
dis2Threshold y detectShadows se utilizé una metodologia de muestreo de Verdad Fundamental
(Ground Truth). Para ello, se analiz6 cuatro videos representativos de la base de datos de prueba.
La metodologia usada fue:

a) Analisis fotogramas clave: identificacion de frames que represente inicio de

movimiento, movimiento relevante y un fotograma sin movimiento.

b) Aplicar el algoritmo KNN (K-Nearest Neighbor): variando distintos valores de

history y dis2Threshold se genera las mascaras de deteccion en los fotogramas claves.
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c)

d)

Creacion de mascara de verdad fundamental: utilizando un editor de fotos se
segmenta las partes que representan humo o fuego. Para luego binarizar y generar la
mascara binaria manual.

Calculo de desempefio (Indice de Jaccard): Una vez obtenida las dos mascaras se
utilizara un analisis matematico para hallar el indice de Jaccard el cual tiene por
finalidad encontrar la proporcion de area de interseccion de las dos mascaras, tanto la
mascara de verdad fundamental (A) y la mascara generada por el algoritmo de
movimiento (B). La ecuacion representativa de este analisis esta dado por:

_|AnB
" |AUB|

= Indice de Jaccard

Adicionalmente se realizé el célculo de métricas de desempefio del algoritmo para
identificar la cantidad de pixeles que representa humo (verdaderos positivos), pixeles

que no representan humo (falsos positivos) y precision.

VP=ANB

FP=B—-VP

FN = A-VP

Precisi(')n=L
VP + FP

Automatizacién del proceso: Se desarrolld un codigo en Python (Anexos 01). Este
cddigo proporciona todo el analisis mencionado incluida el calculo matematico para

encontrar estas métricas que demuestre los parametros con mejor desemperio.

En la figura 34 se muestra la representacion grafica del método utilizado.
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Figura 34

Representacion grafica del algoritmo para calcular pardmetros del algoritmo KNN

FOTOGRAMA MANUAL VERDADERA MASCARA DE VERDAD FUNDAMENTAL

METRICAS DE DESEMPENO

- Falsos Positivos

-loU

- Verdaderos Positivos
- F1- Score

- Precision

VIDEO DE HUMO MASCARA KNN

En base a los resultados mostrados en las tablas de Anexo 01 se puede argumentar que los
valores donde se obtuvo el mejor desempefio, evidenciado por el indice de Jaccard (loU):

e History (Historial de muestras): Un valor alto, cercano a 1000, permite que el algoritmo de
sustraccion de fondo sea mas estable y robusto, mejorando la confiabilidad para detectar el
movimiento de pixeles que representen humo, ya que en todas las pruebas que se ha
demostrado consistentemente que los valores con el mayor historial estan asociados a un
mejor rendimiento para la deteccién de movimiento que corresponde a la pluma de humo.

La figura 35 ilustra dos escenarios comparativos como ejemplo del hallazgo.
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Figura 35

Representacion en gréaficos del loU Score de dos videos usados de prueba
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Nota: Los graficos demuestran que los valores con un History alto y Dist2threshold bajo tienen un mejor desempefio.
o Dist2Threshold: un valor bajo cercano a 200 demostro tener mejor desempefio para
detectar pequefias variaciones de movimiento, lo que ayuda a la deteccion de humo sutil o
de volumen pequefio en su etapa inicial. Sin embargo, este valor capturd la mayor cantidad
de falsos positivos (pixeles que no eran humo) y con valores cercanos a 700 se disminuye
esta cantidad de pixeles que representen falsos positivos, aunque a expensas de reducir la
sensibilidad. Por lo tanto, este parametro requerira un umbral de calibracién mas amplio

para encontrar el balance perfecto entre sensibilidad y precision.
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Figura 36

Representacion en gréaficos de la cantidad de falsos positivos por combinacion de parametros.
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Nota: Mientras el Dist2Threshold es mas bajo permitira deteccion de pixeles que no son humo.

h200_d400
h200_d700

h200_d400
h200_d700

Este hallazgo se corrobord mediante la visualizacion de las mascaras generadas, lo cual

permitio observar los resultados para cada combinacion de parametros. La figura 37 se muestra las

mascaras resultantes tras aplicar el algoritmo de sustraccién de fondo KNN.

93



Figura 37

Representacion de mascaras generadas con algoritmo KNN subtraction

a)

c) d)

Nota: Las mascaras a) y c) representan ejemplares de mascaras generadas con pardmetros de history = 1000 y
Dist2Threshold= 200 mientras que las mascaras b) y d) con history = 1000 y Dist2Threshold= 700

3.7.3. Eleccion de Espacio de Color y Calculo de Rangos

Esta seccion describe la metodologia utilizada para hallar rangos minimos y maximos de
colores HSV (Tonalidad, Saturacion, Valor) en los que esta comprendido el humoy el fuego. Para
el presente proyecto de ingenieria se llevd a cabo siguiendo estos pasos:

a) Adquisicién de muestras: Descarga de multiples imagenes donde se pueda apreciar

incendios forestales en diversas condiciones.

b) Desarrollo de herramienta de calibracién: Codificar el algoritmo para calcular

rangos maximos y minimos de color HSV para humo y fuego.

c) Analisis estadistico: Aplicacion de analisis estadistico para encontrar los rangos de

color HSV del humo y fuego que son utilizados en la implementacion final del sistema.
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En las figuras 38 y 39 se puede apreciar las imagenes de prueba que se utilizaron para

realizar el calculo de los rangos de espacio de color HSV de humo y fuego respectivamente.

Figura 38

Imagenes de prueba calculo parametros HSV — humo

pruebal.jpg prueba2.jpg prueba3.jpg pruebad.jpg
pruebab.jpeg pruebab.jpg prueba?.jpg prueba8.jpg
prueba9.jpg pruebal0.jpg prueball.jpg pruebal2.jpg
Figura 39
Imagenes de prueba calculo parametros HSV — fuego
pruebafuegol.png pruebafuego2.jpg pruebafuego3.jpg
pruebafuego4.jpg pruebafuego5.jpg pruebafuegob.jpg
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A continuacion, se presenta el algoritmo para calcular el rango de color HSV del humo y
fuego, los calculos de los valores se realizaron deslizando un cursor en una barra grafica
comprendida entre valores 0 a 255 (8 bits). Este procedimiento facilitd el ajuste manual de los
valores de HSV en tiempo real para segmentar la region de interés.

Al finalizar los ajustes en las imagenes de prueba, se determind los valores minimos y
méaximos preliminares del modelo de color HSV donde se encuentra el humo y fuego.

En la figura 40 se muestra el diagrama de funcionamiento del algoritmo.

Figura 40

Representacion grafica del algoritmo para calcular pardmetros de color HSV

’ IMAGEN EN ESPACIO RGB ‘ ’ IMAGEN EN ESPACIO HSV

LIMITES SUPERIOR E
INFERIOR DE CANALES HSV

IMAGEN CON RANGOS SEGMENTADOS MASCARA FINAL RESULTANTE

Nota: Célculos manuales de rangos de color HSV par humo y fuego.

El gréafico 3D representa la distribucidn de los colores en el espacio HSV, donde el volumen
representado por el poligono rojo interior aisla los pixeles cuyos valores H, Sy V estan dentro de
los umbrales hallados en el paso anterior.
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Figura 41

Imagen en el espacio HSV

Nota: el poligono rojo muestra los pixeles que estan en el rango hallado manualmente en pasos anteriores.

Para el ejemplo mostrado en la figura 40, se utilizd la muestra “prueba7.jpg” y tras realizar
los ajustes manuales arrojaron el siguiente rango de color HSV para el humo:
HSVwmax =[100,70,175] y HSVmin = [95,40,130]. Estos valores nos muestran el rango de valores
HSV de los pixeles que representan humo.

Esta misma metodologia se utiliz para hallar los rangos de valores HSV de todas las
muestras tanto de humo y fuego. El cddigo realizado para desarrollar esta herramienta de
calibracién se encuentra en Anexo 02. Para finalizar con los célculos de rangos de color HSV de
todas las muestras de humo y fuego, se utilizé un analisis estadistico para hallar los valores finales
que fueron usados en la implementacion del sistema. En las tablas 12 y 13 se muestran los

resultados del analisis de las imagenes humo y fuego respectivamente.
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Tabla 12

Parametros HSV de humo de las imagenes de prueba

Imagen de prueba

Parametros HSV de humo

HSVmin

HSVmax

pruebal.jpg [79,0,80] [104,71,149]
prueba2.jpg [86,82,185] [110,110,255]
prueba3.jpg [0,5,135] [120,55,210]
pruebas.jpg [105,50,155] [109,85,190]
pruebab.jpg [95,5,140] [105,85,195]
pruebab.jpg [25,0,105] [110,55,160]
prueba7.jpg [95,40,130] [100,70,175]
prueba8.jpg [0,0,175] [180,15,230]
prueba9.jpg [100,20,95] [120,45,125]
pruebal0.jpg [55,5,140] [100,35,235]
prueball.jpg [75,25,235] [105,35,255]
pruebal2.jpg [20,0,205] [115,45,240]
Tabla 13
Parametros HSV de fuego de las imagenes de prueba
Parametros HSV de fuego

Imagen de prueba HSVmin HSVmax
pruebafuegol.png [5,100,60] [25,250,255]
pruebafuego2.jpg [5,50,75] [15,135,255]
pruebafuego3.jpg [0,135,135] [255,205,235]
pruebafuego4.jpg [10,165,185] [15,250,230]
pruebafuego5.jpg [5,100,145] [15,160,255]
pruebafuego6.jpg [10,145,215] [30,255,255]
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Para hallar un unico rango que represente a todas las muestras se calculo la media y
desviacion estandar del conjunto de datos.

Los rangos de color final vienen expresados por las ecuaciones:
HSVyy = [u(Hyn) £ 0(Hyn), #CSmin) £ 0(Smin)s B Vaan) £ 0 (V)]

HSVmax = [M(Hyax) £ 0(Hyax), 4(Smax) £ 0(Smax), BU(Vmax) £ 0(Vigax)]

La media viene representada por la ecuacion:

1
M=Nzxi

La desviacion estandar esta representada por la ecuacion:
_ |1 2
0= |ZX0x—w

Finalmente, los valores hallados para umbralizacion son los que se muestran a
continuacion:

Tabla 14

Rangos de parametros finales HSV para humo y fuego

HSVmIN HSVmax
Humo [61 +38 19+ 25 148 +44] [115+ 21 59 +25 201 + 41]
Fuego [6+3 116+ 38 136 + 55] [59 + 88 209 +47 248 + 11]

Estos valores fueron utilizados al momento de realizar la implementacion del sistema en el
algoritmo de deteccion mediante espacios de color, donde los valores medios seran los iniciales y
la varianza sirvio para calibrar los parametros de color del sistema de deteccion de incendios

forestales.
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Capitulo 1V: Implementacion del Sistema

4.1.Introduccion

En la presente seccion se detalla el proceso de implementacion del prototipo del sistema,
siguiendo los pasos que previamente fueron planteados en el Capitulo 111 (Disefio). El capitulo IV
estd conformado por dos partes principales: la primera se centra en el desarrollo e instalacion de
hardware y software del prototipo del sistema y la segunda parte estd conformada por la
integracion.
4.2. Proceso de Implementacion del Hardware

Como se puede apreciar en el diagrama de conexion y disposicion fisica en el Capitulo 111
(Disefio del Sistema). Existe ciertos componentes que seran necesarios para la implementacion del
prototipo del sistema detector de incendios forestales en esta seccion se describe cada uno de ellos
y la configuracidn inicial antes de hacer la implementacion.
4.2.1. Ensamblado de Componentes

El primer paso fue la adquisicion y ensamblaje de los componentes fisicos, cuyas
especificaciones técnicas fueron justificadas en el Capitulo IlI:

e Unidad de procesamiento: Raspberry Pi 5 (8 GB RAM)

e Captura de video: Camara Raspberry Pi v3 (Wide)

e Alimentacion: Fuente de poder para Raspberry Pi 5

e Refrigeracién: Active Cooler de Raspberry Pi

e Conectividad: Modem internet

La figura 42 muestra los dispositivos seleccionados para la implementacion fisica del

prototipo.
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Figura 42

Componentes del sistema detector de incendios forestales

— —)

Raspberry Pi camera / Active Cooler

v3 Wide Raspberry Pi

Fuente de energia

Raspberry Pi \

T

Raspberry Pi5

Modem internet —

4.2.2. Configuracion del Sistema Embebido

Una vez adquiridos los componentes de hardware, se procedi6é con la configuracién del
sistema embebido Raspberry Pi 5. Es importante destacar que todo este proceso se ejecutd en una
computadora portatil externa, que sirvio para descargar y grabar el sistema operativo al Raspberry
Pi 5, también sirvié para acceder de manera remota al sistema embebido y de esta forma realizar
las configuraciones iniciales.

a) Instalacion del sistema operativo (SO): Se utilizé el programa Raspberry Pi Imager
para descargar y grabar la imagen Raspberry Pi OS (64-bit) en una tarjeta microSD (se
recomienda de una capacidad superior a 32 GB).

b) Personalizacion y acceso remoto: En el proceso de grabacion del sistema operativo,
se aprovechd la funcion de personalizacion de la imagen para:

- Definir nombre de usuario y contrasefia.

- Configuracion de red LAN inalambrica (Wi-Fi).
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- Habilitar servicio de conexion remota SSH (Secure Shell), de esta forma eliminando
la necesidad de utilizar periféricos adicionales como monitor, teclado y mouse al
sistema embebido.

La Figura 43 muestra la interfaz del software Raspberry Pi Imager en la etapa de
personalizacion.

Figura 43

Software Raspberry Pi Imager

c) Verificacién de conexion remota: Después de instalar la tarjeta microSD al
dispositivo Raspberry Pi 5, se verificd su funcionalidad correcta mediante conexién
remota siguiendo los siguientes pasos:

- Determinacion de la direccion IP: Se pudo identificar la direccién IP del sistema
embebido utilizando herramientas de escaneo de red o mediante el comando arp en el

CMD de Windows. (figuras 44 y 45).
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Figura 44

Software Advanced IP Scanner

Figura 45

Comando ARP en Windows

d) Acceso SSH: Para realizar la conexion remota se utiliz6 el emulador de terminal
PuTTY. Para la conexion correcta se requiri6 la direccion IP, el nombre de usuario y

la contrasefia configurados en la etapa de personalizacion del Sistema Operativo

(figura 46).
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Figura 46

Conexidn a Raspberry Pi mediante Software PUTTY

Si la autenticacion fue correcta, se podra acceder a la linea de comandos Linux (figura 47),

asegurando que el sistema embebido est& operativo y listo para su uso.

Figura 47

Conexidn a interfaz de lineas de comandos Raspberry Pi
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4.2.3. Configuracion de la Camara Raspberry Pi V3 (Wide)

Una vez configurado el sistema embebido, se procedio a configurar y verificar la conexion
entre el Raspberry Pi 5y la camara Raspberry Pi V3 (Wide). Para ello se realizd el siguiente
procedimiento:

a) Conexion y actualizacion: Verificar la conexién fisica del modulo de la camara al
puerto CSI del Raspberry Pi 5, después ingresar al terminal del Raspberry y verificar
si estd instalado el framework libcamera (controlador para camaras oficiales de
Raspberry):

- $ sudo apt update && sudo apt install -y libcamera-apps

b) Verificacion de operatividad: Se verificd la operatividad de la cAmara mediante el

comando:
- $ libcamera-hello
El emulador de cddigo PuTTy no tiene un visualizador de graficos por ello no se
muestra la imagen, pero si se puede comprobar la funcionalidad si se muestra el nimero
de frames, los FPS, la exposicion y la ganancia digital de la imagen. con este paso, se
confirma la funcionalidad de los dispositivos esenciales.

4.3.Proceso de Implementacion del Software

El sistema de deteccion de incendios forestales tiene como nucleo de funcionamiento el
desarrollo de software, que integra los algoritmos para la deteccion de estos eventos y la generacion
de alertas de manera eficiente. Esta seccion detalla la configuracién del entorno de programacion,

el desarrollo del cédigo y para finalizar con la explicacion de los algoritmos desarrollados.
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4.3.1. Configuracion del Entorno de Desarrollo

Esta seccion explica la preparacion del entorno de programacion en el sistema embebido
Raspberry Pi 5, incluyendo la verificacion e instalacion de software de programacion, librerias y
demas dependencias.
4.3.1.1.Preparacion del Entorno Grafico (VNC)

Aunque la herramienta PuTTy fue util para la configuracion inicial. Su limitacion a un
entorno basado en texto imposibilitaba la visualizacion de graficos y ventanas. Por ello, se requirio
utilizar la herramienta Real VNC Server para acceder de manera remota al entorno gréafico de la
Raspberry Pl OS.

El acceso se realizo en una laptop externa, que actia Unicamente como una interfaz de
programacion y configuracion, sin participar del procesamiento del sistema. A continuacion, se
explica a mejor detalle el proceso de acceso a la interfaz grafica del sistema embebido Raspberry
Pi 5.

a) Acceso a VNC: Como primer paso se requiri6 instalar el software Real VNC Server
en la computadora portatil. Mientras en el Raspberry Pi 5 ya dispone de este software
de forma nativa.

b) Conexidn: Una vez Instalado el programa Real VNC Server se procedio a realizar una
nueva conexion y para ello se necesité conocer la direccion IP del Raspberry Pi 5, el
cual se obtuvo en la configuracion inicial y personalizacion del sistema embebido.
Tras introducir la contrasefia, se obtuvo acceso al entorno grafico completo (figura 48),

confirmando el acceso a todos los recursos del sistema operativo.
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Figura 48

Interfaz Gréfica de Raspberry Pi

4.3.1.2.Instalacion de Herramientas y Dependencias

En la seccion de disefio se establecio las herramientas y dependencias necesarias para

realizar el codigo de programacion.

a)

b)

Verificacion de Python e IDE: Se verifico que el lenguaje de programacion Python
v.3 este preinstalado introduciendo el siguiente comando:

- $ python3 —versién

- Respuesta: Python 3.11.2

Instalacion de entorno de desarrollo (IDE): Se verifico que el entorno de escritura,
depuracion y ejecucion de codigo Thony este preinstalado introduciendo el siguiente
comando en la terminal:

- $ thonny —versién

- Respuesta: 12:14:30.201 [MainThread] INFO thonny: Thonny version: 4.1.4
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c) Instalacion de librerias: Se procedio a instalar y actualizar las librerias especializadas
y necesarias, para ello se introduce los siguientes comandos en la terminal:
- $ sudo apt install libopencv-dev python3-opencv -y
- $ pip3 install numpy
- $ pip3 install requests
- $ pip3 install picamera2
d) Verificacion de versiones: Una vez instalada todas las librerias se procedio a verificar
sus versiones para garantizar la compatibilidad:
- $ python3 -c "import cv2; print(cv2.__version_ )"
- Respuesta: 4.6.0
- $ pip3 freeze | grep -E "numpy|requests|picamera2"
- Respuesta: numpy==1.24.2
- Respuesta: picamera2==0.3.24
En esta parte se complet6 la fase de implementacion de hardware y preparacion para la
codificacion.
4.3.2. Desarrollo del Cédigo
Esta seccion tiene como objetivos desarrollar la l6gica del prototipo del sistema detector
de incendios forestales utilizando lenguaje de programacion Python, implementando los 9
algoritmos planteados en el punto 3.6.2. del Capitulo 11 disefio del sistema.
4.3.2.1. Adquisicion del Video
La adquisicion del video en tiempo real se realiza a través de la camara Raspberry Pi V3
(Wide), para su integracion se requiere utilizar la libreria Picamera2, la cual proporciona una

interfaz flexible para la configuracion y control de la cAmara.
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El resultado del algoritmo se muestra en la figura 49 y el procedimiento para adquirir el

video en tiempo real se muestra en el Pseudocddigo 01.

Figura 49

Representacion gréafica de algoritmo adquisicion de video mediante médulo de camara
Raspberry Pi V-3

ENTORNO FiSICO

Pseudocodigo 01

Adquisicién de video con Python

Pseudocédigo 01: Adquisicion de video

01
02
03
04
05
06
07
08
09

10

INICTAR objeto Picamera2
CONFIGURAR objeto Picamera2 (Resolucion, FPS, configuraciones predeterminadas)
ACTIVAR cémara (Picam2.start()).
SI camara no detectada ENTONCES
MOSTRAR error SALIR
BUCLE PRINCIPAL MIENTRAS Picamera2 Activo:
CAPTURAR fotograma (frame)
CONTINUAR pseudocodigo 03 (pre - procesamiento de video)
FIN BUCLE PRINCIPAL (presionar tecla “q”)
CERRAR liberar camara

Tal como se explico en el capitulo 111 disefio del sistema en la seccion de justificacion de

decisiones del disefio. Para realizar las pruebas iniciales se utilizo videos pregrabados, en este caso

para la adquisicion del video se utilizo otra metodologia, se modifico el cdédigo donde se realiza la
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captura de video en tiempo real por lectura de archivos de video. Sin cambiar la l6gica de deteccion
de humo y fuego. El resultado del algoritmo se muestra en la figura 50 y el procedimiento para
capturar archivos de video se muestra a continuacion en Pseudocodigo 02:

Figura 50

Representacion grafica del algoritmo adquisicion de video pregrabado

MALACKA2012-1-002.AVI

Pseudocodigo 02

Adquisicién de video pregrabado con Python

Pseudocédigo 02: Adquisicion de video pre - grabado

0/ ABRIR ruta de video (cv2.VideoCapture)

02 SI ruta de video no abre ENTONCES

03 MOSTRAR error y SALIR

04 BUCLE PRINCIPAL MIENTRAS ruta de video abierto:

05 LEER fotograma (frame)

06 SI no existe fotogramas ENTONCES salir bucle

07 CONTINUAR pseudocodigo 03 (pre - procesamiento de video)
08 FIN BUCLE (presionar tecla “q”)

09 CERRAR Iectura de video y ventanas activas.

4.3.2.2. Pre - Procesamiento de Video
El pre — procesamiento del video se encarga de redimensionar cada frame de entrada a 960
x 540 y de segmentar el ROI (Region of Interesting) de esta forma eliminado zonas donde no se

originan incendios forestales. En la etapa de disefio se justifica el uso de dicha resolucion. Cabe
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resaltar que la libreria Picamera2 tiene opciones para cambio de resolucion, pero estos estan
definidos para camaras oficiales de Raspberry Pi. En consecuencia, esta linea de codigo se encarga
de redimensionar la imagen si en algin momento se decide utilizar otro tipo de camara con una
mayor resolucion. El resultado del algoritmo se muestra en la figura 51 y el procedimiento para
realizar el algoritmo se muestra a continuacion en el Pseudocédigo 03:

Figura 51

Representacion grafica del algoritmo de pre — procesamiento de video

Pre-
procesamiento

Pseudocodigo 03

Algoritmo pre - procesamiento de video

Pseudocodigo 03: Pre — procesamiento de video

01 DEFINIR puntos de extraccion (ROI) configuracion inicial unica
02

03 RECIBIR fotograma (pseudocodigo 01 o 02)

04 REDIMENSIONAR fotograma (960, 540)

05 EXTRAER porcion definida — ROI

06 ENVIAR ROI al pseudocddigo 04 (detector de movimiento)

4.3.2.3. Deteccion de Movimiento
OpenCV dispone de algoritmos para detectar movimiento en secuencia de imagenes o
video. Para el proyecto de ingenieria se utilizd el método de deteccion de movimiento

cv2.createBackgroundSubstractorKNN(). En la seccién de disefio se presento el concepto de los
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parametros del algoritmo de deteccion de movimiento y el calculo de valores éptimos. Para este

caso se utilizo los siguientes valores:

history = 900 tal como se hallé los pardmetros 6ptimos en la etapa de disefio se decidid
utilizar un history alto cercano a 1000 ya que con estos valores se obtuvo el mejor
desempefio del algoritmo. Sin embargo, para mejorar ante cambios rapidos de
iluminacion, se decidi6 reducir hasta 900 ya que con este valor se pudo observar una
mejor respuesta.

dist2Threshold = 700 se opt6 por utilizar este valor ya que con este se redujo la cantidad
de pixeles que no representaban humo y los movimientos rapidos de vegetacion si bien
para 200 se encontrd el mejor desempefio para detectar la mayor cantidad de pixeles que
representaba humo, esto ocasionaba la deteccion excesiva de movimientos irrelevantes.
Por ello, a costa de reducir una porcion de pixeles de humo para eliminar estos falsos
positivos que representaban un ruido visual en la mascara resultante y teniendo en
cuenta que el humo tiene un comportamiento expansivo y en la mascara generada

lograba ocupar porciones grandes de pixeles.

La representacion gréfica del algoritmo en la figura 52 y el procedimiento para realizar la

deteccidén de movimiento se muestra a continuacion en Pseudocodigo 04:

Figura 52

Representacion grafica del algoritmo detector de movimiento

Aplicacion
E> deteccion de E>
movimiento Q /

112



Pseudocddigo 04

Algoritmo deteccion de movimiento con KNN subtraction

Pseudocédigo 04: Deteccion de movimiento

01 DEFINIR pardmetros de sustraccion de fondo KNN (history = 900, Dis2threshold = 700)
02

03 RECIBIR ROI (pseudocodigo 03)
04 APLICAR sustraccion de fondo KNN a ROI —
05 ENVIAR al pseudocodigo 05 (post - deteccion de movimiento)

4.3.2.4. Post — Deteccion de Movimiento

Esta seccion de codigo se encarga de reducir el ruido de fondo que logro pasar en la primera
maéscara de movimiento y que no representaba humo o fuego, causado por distintas razones como
lo son: movimientos rapidos en arboles, polvo, aparicion de aves en movimiento, cambios de
iluminacion hasta los ruidos producidos en la captura de imagen por parte de la cdmara. Por los
motivos mencionados se decidio aplicar filtros de suavizado y operaciones morfolégicas como
erosion y dilatacion.

El filtrado de suavizado (filtro de mediana) permitié reducir o eliminar en la mayor parte
el ruido impulsivo 0o mas conocido como tipo sal y pimienta.

Posteriormente las operaciones morfologicas de erosion y dilatacién sirvieron para
eliminar los pixeles dispersos que persistian tras la aplicacion de filtros iniciales. Se aplico la
operacion de erosion para eliminar estos pixeles pequefios y aislados. Sin embargo, esto provoco
perder también informacion de pixeles agrupados de humo o fuego.

Para contrarrestar esta pérdida de informacion se utilizé la operacion de dilatacion en dos
iteraciones para recuperar los pixeles perdidos a causa de los filtros y operaciones aplicados

anteriormente.
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El procedimiento para realizar el filtrado post- deteccion de movimiento se muestra a
continuacion en Pseudocadigo 05 y la representacion grafica del algoritmo en la figura 53:

Figura 53

Representacion grafica el algoritmo post — deteccion de movimiento

Aplicacién post
Q , procesamiento Q
O

Pseudocodigo 05

Algoritmo post — deteccion de movimiento

Pseudocédigo 05: Post - deteccion de movimiento
01 RECIBIR (pseudocodigo 04)
02 APLICAR filtro de mediana (Ventana 3x3) a

03 DEFINIR elemento kernel 3x3 para operaciones morfologicos

04 APLICAR filtro morfolégico erosion a

05 APLICAR filtro morfoldgico dilatacion a en 2 iteraciones
06 SIen mayor 2000 px. (movimiento relevante) ENTONCES
07 ALMACENAR

08 CONTINUAR pseudocodigo 06 (deteccion mediante espacio de color)

09 CASO CONTRARIO (no existe movimiento relevante)

10 SALTAR al BUCLE PRINCIPAL (leer siguiente fotograma)

4.3.2.5. Deteccion de Humo y/o Fuego Mediante Espacio de Color
Después de haber detectado movimiento y haber creado la méascara de las regiones donde
el movimiento es evidente, es necesario utilizar otro algoritmo ampliamente utilizado para realizar

deteccién de humo y fuego. En este caso fue mediante espacios de color. Para el proyecto se uso
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el espacio de color HSV y los rangos a utilizados fueron calculados en la seccion 3.7.3. del capitulo
I11 disefio el sistema.

El algoritmo propuesto lleva a cabo una comparacion del valor de color de los pixeles del
fotograma actual con el rango cromatico que tiene el humo y el fuego hallados en secciones
previas, mediante el analisis de color en el espacio HSV. Esta comparativa facilita la identificacion
todos los pixeles del fotograma actual que se encuentran en estos rangos. Por lo tanto, el algoritmo
genera una mascara binaria en la que los pixeles que cumplieron el requisito se muestran en primer
plano vinculado a la presencia de humo o fuego.

El procedimiento para realizar la deteccion de humo y/o fuego mediante espacio de color
se muestra a continuacion en Pseudocddigo 06 y la representacion grafica del algoritmo en figura

54:

Figura 54

Representacion grafica de algoritmo detector de humo y fuego mediante espacio de color HSV

RGB

HSV

Aplicar limites de
canales HSV
humo y generar

mascara binaria.

RGB

HSV

Aplicar limites de
canales HSV
fuego y generar

mascara binaria
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Pseudocddigo 6

Algoritmo detector de humo y fuego mediante espacio de color HSV

Pseudocéddigo 06: Deteccion mediante espacio de color

01

02

03

04

05

06

07

DEFINIR parametros limites MAX. y MIN. de humo y fuego en espacio de color HSV

RECIBIR ROI (pseudocddigo 03)

CONVERTIR ROI (RGB) a espacio de color HSV.

APLICAR umbral de rangos MAX. y MIN. de humo — MASCARA HUMO
APLICAR umbral de rangos MAX. y MIN. de fuego — MASCARA FUEGO

CONTINUAR pseudocddigo 07 (post procesamiento espacio de color)

4.3.2.6. Post - Procesamiento Espacio de Color

Esta seccion de codigo se encarga de reducir el ruido de fondo causado por objetos

pequefios en escena con la misma tonalidad de humo o fuego, el cual se presenta en la méascara de

espacio de color como ruido. Es importante mencionar que el humo y fuego tienden a extenderse

y al realizar este filtrado no perjudica la deteccién. Por el motivo mencionado y de la misma forma

que se realizo para la mascara de movimiento, se aplico filtros de suavizado y filtros morfologicos

para reducir este ruido.

Pseudocodigo 07 y la representacion grafica del algoritmo en la figura 55:

El procedimiento para realizar la deteccion de movimiento se muestra a continuacion en
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Figura 55

Representacion gréafica de algoritmo post procesamiento espacio de color

>

Pseudocddigo 7

Post procesamiento mascara
por espacio de color HSV
para humo.

Post procesamiento mascara
por espacio de color HSV
para fuego

Algoritmo post procesamiento espacio de color

>

Pseudocédigo 07: post — procesamiento espacio de color

01 RECIBIR VASCARA HUMO (pseudocédigo 06)

02 RECIBIR MASCARA FUEGO (pseudocodigo 06)

03 APLICAR filtro de mediana (Ventana 3x3) a MASCARA HUMO Y MASCARA FUEGO
04 DEFINIR kernel 3x3 para operaciones de filtros morfologicos

05 APLICAR filtro morfolégico erosion a MASCARA HUMO Y MASCARA FUEGO

06 APLICAR filtro morfologico dilatacion a MASCARA HUMO Y MASCARA FUEGO

2 iteraciones.

07 ALMACENAR MASCARA HUMO Y MASCARA FUEGO

08 CONTINUAR pseudocddigo 08 (confirmacion y seguimiento de eventos criticos)

4.3.2.7. Confirmacion y Seguimiento de Eventos Criticos

Esta es la ultima parte de la légica para validar si existe presencia de humo o fuego en la

escena. En primera instancia se utiliz6 las mascaras de movimiento y la de espacio de color,
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después se realizo una interseccion de ambas mascaras (bitwise_ AND), de esta forma hallando
todos los conjuntos de pixeles que cumplan ambas condiciones y que confirme el verdadero
positivo.

Como segundo paso, se realizd un algoritmo que confirme si la actividad perdura en el
tiempo. Para ello, se realiza un anélisis a las mascaras binarias resultantes de la interseccion de las
mascaras de movimiento y color. Si dichas mascaras se mantienen activas durante un nimero
determinado de frames de analisis, definido como el umbral de analisis temporal, entonces se
considera que existe regiones persistentes.

Luego se utilizé una metodologia donde se genera una Ultima mascara donde se muestran
en primer plano todos los pixeles que estuvieron presentes en un 70% de la cantidad de frames de
analisis, eliminando los pixeles que aparecieron de forma temprana, intermedia o tardia en pocos
frames de analisis y que en la mayor parte representan elementos con un movimiento rapido y
efimero. Para aplicar esta metodologia, previamente se almacend las mascaras binarias
consecutivas de interseccion, donde se analiza la frecuencia de activacién por pixel en todas las
mascaras Yy de esta forma generando una méascara representativa.

Para culminar se utilizo un analisis de regiones conexas el cual filtra regiones de pixeles
que no cumplan con un umbral de tamafio establecido, de esta forma eliminando pequefios puntos
en escena que perduran en el tiempo, ya que el humo tiende a abarcar grandes areas en la imagen.

El procedimiento para realizar la confirmacion y seguimiento de eventos criticos se

muestra en Pseudocodigo 08 y la representacion grafica del algoritmo en la figura 56:
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Figura 56

Representacion grafica del algoritmo confirmacion y seguimiento de eventos criticos

Mascara detector de movimiento ‘

O — Actividad

persistente

Mascara de espacio de color

Interseccion

[ .
de mascaras O

O _

Pseudocodigo 08

Algoritmo de confirmacién y seguimiento de eventos criticos

Pseudocédigo 08: confirmacion y seguimiento de eventos criticos

01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

16

RECIBIR VMASCARA HUMO, MASCARA FUEGO y
PROCESAR MASCARA HUMO y —INTERSECCION HUMO
PROCESAR MASCARA FUEGO y —INTERSECCION FUEGO
SI /NTERSECCION HUMO >umbral minimo (500 px) ENTONCES
INCREMENTAR contador de interseccién humo.
ALMACENAR /NTERSECCION HUMO en una lista.
CASO CONTRARIO reiniciar contador y lista de almacén humo
SI INTERSECCION FUEGO > umbral minimo (500 px) ENTONCES
INCREMENTAR contador de interseccion fuego.
ALMACENAR INTERSECCION FUEGO en una lista.
CASO CONTRARIO reiniciar contador y lista de almacén fuego
SI contador interseccion humo >= f analisis O contador interseccion fuego >= f anélisis
SI contador interseccién humo > f analisis Y len(lista /N7ERSECCION HUMO)> f anélisis
SUMAR pixeles activos en posicion (x,y) de /NTERSECCION HUMO total acumuladas
DEFINIR umbral presencia final — 70% (f anélisis)
GENERAR MASCARA FINAL HUMO con pixeles > umbral presencia final
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17 ALMACENAR MASCARA FINAL HUMO

18 SI contador interseccién fuego>f analisis Y len(lista INTERSECCION FUEGO)>f analisis
19 SUMAR pixeles activos en posicion (x,y) de INTERSECCION FUEGO total acumuladas
20 DEFINIR umbral presencia final — 70% (f anélisis)

21 GENERAR MASCARA FINAL FUEGO con pixeles > umbral presencia final

22 ALMACENAR MASCARA FINAL FUEGO

23 CONTINUAR pseudocodigo 09 (segmentacion drea de interés)

4.3.2.8. Segmentacion de Area de Interés

En este punto el sistema realiz6 la deteccion humo o fuego. Ahora es de suma importancia
sobreponer los resultados en la imagen original para demostrar de forma gréfica la regiéon donde
se identificd la actividad relevante. En esta seccion de codigo se realiza las actividades de
superposicién de informacion como insercion de rectangulos (bounding boxes) alrededor de areas
detectadas, insercion de etiquetas y la incorporacion de marca temporal (timestamp). El
procedimiento para realizar la segmentacion de area de interés se muestra a continuacion en
Pseudocaodigo 09 y la representacion gréfica del algoritmo en la figura 57:

Figura 57
Representacion grafica de segmentacion de area de interés
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Pseudocddigo 9

Algoritmo de segmentacion de area de interés

Pseudocodigo 09: segmentacion de area de interés

01 RECIBIR MASCARA FINAL HUMO y MASCARA FINAL FUEGO

02 BUCLE para MASCARA FINAL HUMO y MASCARA FINAL FUEGO HACER

03 SI MASCARA FINAL HUMO O MASCARA FINAL FUEGO no estd vacia ENTONCES
04 ENCONTRAR contornos en MASCARA FINAL HUMO y MASCARA FINAL FUEGO
05 BUCLE para contornos encontrados HACER

06 SI 4reas de contornos > 10 (eliminar regiones conexas pequefias) ENTONCES
07 DIBUJAR Rectangulo delimitador (Bounding Box) en ROI

08 AGREGAR etiqueta “HUMO” 0 “FUEGO” en ROI

09 AGREGAR marca temporal (timestamp) ROI

10 GUARDAR imagen final etiquetada con la deteccion en

11 CONTINUAR pseudocddigo 10 (generacion y envio de alerta)

12 FIN BUCLE

13 FIN SI

14 FIN BUCLE

4.3.2.9. Generacion y Envio de Alertas

Es fundamental para el sistema de deteccion de incendios forestales, alertar en tiempo real
los eventos detectados, para ello se utilizé servicios OTT (Over The Top), que permiten una
comunicacion eficaz, automatica y de bajo costo mediante uso de APIs (Interfaz de Programacion
de Aplicaciones).

Para el proyecto de ingenieria se utilizé la APl de Telegram, aprovechando que existe
documentacion oficial de APIs de Telegram y Python, siguiendo el procedimiento para la
configuracién del bot:

a) Creacion del Bot:

- Buscar el bot oficial @BotFather en Telegram.
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- Iniciar un chat con el comando /newbot, donde se establecera un nombre (ej. Tesis) y
nombre de usuario (ej. IncendioCusco_bot).
- Telegram proporcionara un Bot_Token que seréa la llave de autenticacion de la API.

b) Obtencion Chat ID:

- Acceder a la direccion web en el navegador:
https://api.telegram.org/bot<Bot_Token>/getUpdates

- Servidor de Telegram envia una respuesta JSON (JavaScript Object) donde se podra

visualizar el Chat ID.

Una vez obtenidos el Bot_Token y el chat ID, se procedié con la implementacién del
algoritmo para enviar notificaciones mediante Python cumpliendo una de las funcionalidades del
prototipo del sistema. El procedimiento para realizar envio de notificaciones se muestra a
continuacion en Pseudocadigo 10 y la representacion grafica del algoritmo en la figura 58:

Figura 58

Representacion grafica de algoritmo generacion y envio de notificaciones mediante Telegram

TELEGRAM
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https://api.telegram.org/bot%3cBot_Token%3e/getUpdates

Pseudocddigo 10

Algoritmo de generacion y envio de alertas

Pseudocédigo 10: generacion y envio de alerta

0! FUNCION enviar mensaje ()

02 CONSTRUIR URL de la API de Telegram con Bot_Token y método SendMessage
03 CONFIGURAR parametros (chat ID y texto)

04 ENVIAR solicitud HTTPS (GET) al servidor de Telegram

05 SI falla conexion ENTONCES mostrar error

06 FIN FUNCION

07
08 FUNCION enviar imagen ()

09 SI no existe ruta de imagen ENTONCES mostrar error y salir

10 CONSTRUIR URL de la API de Telegram con Bot Token y método SendPhoto
11 CONFIGURAR parametros (chat ID e imagen)

12 ENVIAR solicitud HTTPS (POST) al servidor de Telegram

13 SI falla conexion ENTONCES mostrar error

14 FIN FUNCION

15
16 CONTINUACION pseudocodigo 09

17 LLAMAR funcién enviar mensaje (alerta)

18 LLAMAR funcién enviar imagen ( )
19 RETORNA al BLUQUE PRINCIPAL

4.4. Integracion del Sistema

Esta seccion final del capitulo IV, describe el proceso de integracion fisico y légico del
prototipo final. Inicia con el montaje del hardware, luego con la union y puesta en marcha de los
modulos de software.
4.4.1. Montaje de Hardware

En esta seccion se priorizo la proteccion componentes electronicos en el entorno de pruebas

ante las condiciones ambientales.
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e Alojamiento del sistema: los componentes electronicos y fuentes de alimentacion
eléctrica se resguardaron en una caja hermética con dimensiones 25 x 25 x 10 cm.

e Montaje de camara: La camara Raspberry Pi V3 se adapt6 a una estructura dindmica,
disefiada para permitir la manipulacion del angulo y direccion de la camara.

e Sistema de extraccion: Adicional al sistema de ventilacion propia de la Raspberry Pi
5 se instal6 un ventilador de 12v, permitiendo de esta forma la extraccion del aire
caliente generado por los dispositivos que fueron instalados dentro de la caja hermética

En la figura 59 se muestra la disposicion y el montaje de los dispositivos dentro de la caja

hermética.

Figura 59

Montaje del sistema detector de incendios forestales

4.4.1.1. Adaptacion del Suministro Eléctrico

Uno de los desafios logisticos al momento de realizar las pruebas en campo del prototipo
del sistema fue el suministro de energia eléctrica. Para garantizar la autonomia operativa durante
los periodos de evaluacion se utilizo un kit solar portétil, el cual permitio tener suministro eléctrico
(220v CA) de manera sostenida por el tiempo en que se requiera hacer las pruebas. Las

especificaciones del kit solar portatil se muestran en la siguiente tabla.
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Tabla 15

Especificaciones técnicas de kit solar portatil

Caracteristicas Especificaciones
Capacidad de bateria 12V / 9Ah

Tipo de bateria Lead — Bateria acida
Salida AC 220V /50 Hz / 300W
Salida USB 5V/I24A

Entrada DC (carga) 18V /3 A

4.4.2. Integracion del Software

La integracion del software se logré al unificar todos los scripts modulares propuestos en
la etapa de desarrollo del cddigo (4.3.2) en un Unico ejecutable. La principal modificacion fue el
reemplazo de adquisicion de video: se reemplazd la lectura de videos pre grabados por el
fragmento de cddigo 01: adquisicion del video mediante la cAmara Raspberry Pi V3 (Wide).

El codigo final, que integra todos los modulo, se guardd en una carpeta de archivos de la
Raspberry Pi 5y se detalla por completo en Anexo 03.
4.4.3. Verificacion de Funcionalidad Conjunta

Para realizar la verificacion de funcionalidad, primero se conectd el sistema embebido
Raspberry Pi a Internet mediante el uso del modem inalambrico 4G, pues este permite que el
sistema embebido pueda realizar el envio de notificaciones por Telegram, caso contrario detectara
un error de funcionamiento.
Una vez establecida la conectividad, se ejecutd el codigo final en la Raspberry Pi 5y si después
de la ejecucion del codigo se inicia sin generar errores, se puede afirmar que el sistema esta

operando con total normalidad y listo para la fase de pruebas.
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Capitulo V: Pruebas y Resultados

5.1. Introduccion

En esta seccion se detallan las metodologias de pruebas implementadas para validar el
prototipo del sistema y se presenta los resultados obtenidos para evaluar su desempefio en la
deteccion de incendios forestales.

Para el proceso de validacion del proyecto de ingenieria se dividio en dos fases principales,

los cuales permitieron calibrar el software.

e Pruebas en condicion controlada (simulacién): Esta fase fue como un banco de
pruebas preliminares, empleando videos pre — grabados, donde se puede apreciar en
escena la formacion de humo y fuego forestal. Se logré hacer algunas calibraciones en
los pardmetros del prototipo (resolucion, umbrales KNN, rangos de color HSV, etc.).

e Pruebas de campo (entorno real): En esta fase se verifico la viabilidad operativa del
prototipo al trasladarlo al sector de Picol Orccompucyo. Esta fase se dividié en dos
etapas, una para validar los parametros iniciales y la segunda para afinar el codigo y
obtener las métricas de desempefio final.

Es de suma importancia mencionar el rigor ético y social de las pruebas en campo. se
realizaron diligencias para solicitar la autorizacion de la comunidad campesina de Picol
Orccompucyo. Donde la solicitud fue aprobada en asamblea, previa exposicion de la metodologia
a usar en las pruebas y garantizando la seguridad del entorno, respetando la propiedad comunal.
5.2. Pruebas y Resultados en Condicién Simulada

En esta seccion se presenta las pruebas y los resultados obtenidos en condicion de
simulacion. Estas pruebas fueron repetitivas para evaluar el codigo disefiado y en caso requiera

modificar los parametros del prototipo.
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5.2.1. Pruebas en Condicion Simulada

Tal como se argumentd en la etapa de justificacion del disefio en la seccion 3.7

justificacion de decisiones del disefio, para las primeras pruebas se utilizo videos pregrabados. Con

la finalidad de evaluar el algoritmo planteado y ajustar parametros del sistema.

Se utilizd 19 videos pregrabados donde se aprecia la existencia de humo y fuego en

entornos forestales. Los videos se muestran en la tabla 16.

Tabla 16

Lista de bases de datos de videos pregrabados

N° Nombre del video Duracion Resolucion Fps
01 kamenolom 002.avi 00:12:10 1200 x 676 25
02 Kozjak2012-2-001.avi 00:11:51 1200 x 676 50
03 Kozjak2012-2-002.avi 00:06:10 1200 x 676 50
04 Malacka2012-1-002.avi 00:06:18 1200 x 676 50
05 Trnbusi2012-1-001.avi 00:02:16 1200 x 676 50
06 Krivodoll.avi 00:03:41 1200 x 676 50
07 Kastela2012-1-001.avi 00:06:23 1200 x 676 50
08 NOCHE1.mp4 00:00:20 608 x 342 24
09 fuegol.mp4 00:00:21 1280 x 672 30
10 fuego2.mov 00:00:15 1280 x 720 30
11 fuego3.mp4 00:00:14 1920 x 1080 30
12 fuego4.mp4 00:00:14 1280 x 720 30
13 20090409ManavgatTEst_1.mp4 00:11:02 424 x 320 25
14 2000770817_Aksehir_Duman_Test5.mp4 00:13:31 600 x 480 30
15 Pelco_Colakli_1.mp4 00:02:01 600 x 480 25
16 Smoke_Manavgat_Raw.avi 00:04:01 352 x 288 25
17 forestl.avi 00:00:13 400 x 256 15
18 forest5.avi 00:00:14 400 x 256 15
19 ForestFirel.avi 00:00:13 400 x 256 15
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Figura 60

Videos pregrabados de base de datos Profesor A. Enis Cetin

Figura 61

Videos pregrabados de base de datos “Wildfire Observers and Smoke Recognition Homepage ”

Adicionalmente se utilizaron 04 videos que fueron grabados en el sector de Picol

Orccompucyo con la camara de un smartphone. Estos videos fueron grabados en las fechas 09-02-
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2025, 11-03-2025 y 16-03-2025 donde se puede apreciar la aparicion de humo en el entorno de
aplicacion.

Tabla 17

Lista de videos pregrabados en sector Picol Orccompucyo

N° Nombre del video Duracién Resolucion Fps

1 picol-09022025.mp4 00:03:21 1280 x 1028 30

2 picol-09022025-2.mp4 00:01:40 1280 x 896 30

3 Picol humo tarde.mp4 00:02:19 1980 x 720 30

4 picol11032025-3.mp4 00:04:34 1920 x 1080 30
Figura 62

Videos pregrabados Picol Orccompucyo

5.2.2. Resultados en Condicion Simulada

Para evaluar los resultados utilizando los videos pregrabados, se implemento un anélisis de
deteccion binaria de un evento a nivel del video. Se definieron los siguientes criterios para
clasificar los resultados:

e Verdadero positivo (VP): El prototipo del sistema detectd por lo menos una vez la

existencia de humo o fuego real durante el video.
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e Falsos positivos (FP): El prototipo del sistema realizo detecciones de humo o fuego
y estos no corresponden a humo o fuego real (falsa alarma).
e Falso negativo (FN): El prototipo no ogro detectar humo o fuego real en el video
donde si habia un evento presente.
En la siguiente tabla se presenta todos los posibles resultados de evaluacién del prototipo
del sistema.

Tabla 18

Matriz de evaluacion de eventos

Situacion Resultado

Deteccion de humo o fuego real. Verdadero Positivo (VP)

Deteccion de humo o fuego real y otras zonas - -
fal Verdadero Positivo (VP) + Falso Positivo (FP)
alsas.

No se detecté humo o fuego real, pero si zonas ) o
fal Falso Negativo (FN) + Falso Positivo (FP)
alsas.

No se detectd humo o fuego real. Falso Negativo (FN)

Después de realizar las evaluaciones a los 23 videos de prueba se obtuvo los siguientes
resultados y se muestra en la tabla 19:

Tabla 19

Resultados de videos pregrabados

N° Video VP FP FN
01 kamenolom 002.avi Sl NO NO
02 Kozjak2012-2-001.avi Sl NO NO
03 Kozjak2012-2-002.avi NO NO Sl
04 Malacka2012-1-002.avi S NO NO
05  Trnbusi2012-1-001.avi Sl NO NO
06 Krivodoll.avi Sl NO NO
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07 Kastela2012-1-001.avi Sl NO NO
08 NOCHE1.mp4 SI NO NO
09 fuegol.mp4 Sl NO NO
10 fuego2.mov Sl NO NO
11 fuego3.mp4 Sl NO NO
12 fuego4.mp4 Sl NO NO
13 20090409ManavgatTEst_1.mp4 Sl Sl NO
14 2000770817_Aksehir_Duman_Test5.mp4 Sl Sl NO
15 Pelco_Colakli_1.mp4 Sl NO NO
16 Smoke_Manavgat_Raw.avi Si NO NO
17 forestl.avi Si NO NO
18 forest5.avi Sl NO NO
19 ForestFirel.avi Sl NO NO
20  picol-09022025.mp4 Sl NO NO
21 picol-09022025-2.mp4 Sl NO NO
22 Picol humo tarde.mp4 Sl NO NO
23 picol11032025-3.mp4 Sl NO NO
SUMATORIA DE DETECCIONES 22 2 1

La tabla 20 presenta ejemplares de las detecciones realizadas por el sistema. Es importante

mencionar que durante la ejecucion del cédigo se realizaron méas detecciones de humo o fuego

(verdaderos positivos) y las mostradas son representaciones de ello. La cantidad de falsos positivos

y falsos negativos se colocan en su totalidad. Se presenta la siguiente tabla con el fin de ilustrar el

desempefio del sistema de forma grafica.

131



Tabla 20

Resultados por video: verdaderos positivos, falsos positivos, falso negativos

N.° VIDEO

VERDADERO POSITIVOS

FALSOS POSITIVO

01

02

03

04

No detecto verdaderos positivos

No detectd falsos positivos.

No detecto falsos positivos.

No detectd falsos positivos.

No detecto falsos positivos.
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05 No detecto falsos positivos.
06 No detectd falsos positivos.
07 No se detecto falsos positivos.
08 No detectd falsos positivos.
09 No detect6 falsos positivos.
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10 No detectd falsos positivos.
11 No detect6 falsos positivos.
12 No detect6 falsos positivos.
FALSO POSITIVO
13
FALSOS POSITIVOS
14
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15 No detecto falsos positivos.
16 No detect6 falsos positivos.
17 No detect6 falsos positivos.
18 No detect6 falsos positivos.
19 No detectd falsos positivos.
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20 No detecto falsos positivos.

21 No detect6 falsos positivos.
22 No detect6 falsos positivos.
23 No detect6 falsos positivos.

Para hallar las métricas primero se contabilizo la cantidad de verdaderos positivos, falsos
positivos y falsos negativos, estos valores permitié saber que tan eficiente es el sistema para hacer

deteccién de humo o fuego en tiempo real.
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Para hallar la precision, la sensibilidad y balance general F1 Score del sistema se utilizo

las siguientes formulas.

Verdaderos Positivos

Precisiéon = — —
Verdaderos positivos + Falsos Positivos

Verdaderos Positivos
Sensibilidad =

Verdaderos positivos + Falsos Negativos

precision * sensibilidad
F1=2x*

precision + sensibilidad
Para el analisis de resultados se tomaron 23 videos de prueba donde existe humo o fuego
real en cada escena. Del total en 22 escenarios se tuvo detecciones humo y fuego detectado
(Verdadero Positivo). 02 detecciones de elementos que no fueron humo o fuego (Falsos Positivos)

y solo en un escenario no se detecté humo real (Falso Negativo)

Precision = =0.916 = 91.6%

22+ 2
Sensibibilidad = = 0.956 = 95.6%
22+1
0.916 * 0.956
F1=2 = 0.935 =93.5%

*0.916 + 0.956

Los resultados muestran gue el sistema hace una buena deteccion de humo y fuego real, ya
que no pudo detectar humo real en uno de los videos de prueba, esto debido a la baja iluminacion,
baja concentracion y la corta duracién del humo en la escena. En caso de la precision se observa
que hubo falsas detecciones, esto debido a movimientos bruscos de la cdmara y aparicion de
objetos en movimiento con cromaticidad parecida al humo.

Para finalizar el balance general nos muestra que el sistema es bueno obteniendo un 93.5%,
demostrando que existe un alto grado en deteccion de humo y fuego real y un bajo grado de

localizacién de falsas detecciones.

137



5.2.3. Parametros Optimos del Sistema en Condicion Simulada
En la tabla 21 se muestra los valores para los cuales se obtuvieron los resultados de
desempefio anteriormente presentados.

Tabla 21

Parametros dptimos en condicion simulada

Parametros de disefio Valores

N° de frame anélisis (movimiento continuo) Depende al video (aprox. 7 seg.)

Rango HSV para humo lower_hsv1 = np.array([33, 5, 120])
upper_hsvl = np.array([165, 60, 220])

Rango HSV para fuego lower_hsv2 = np.array([0, 143, 30])
upper_hsv2 = np.array([17, 255, 255])

Parametros algoritmo KNN (K-Nearest history= 900,

Neighbor) dist2Threshold= 700,
detectShadows=False

FPS del video Promedio de 30

Resolucion de imagen 960 x 540

Con estos valores se asegura que el sistema tenga un rendimiento similar en el lugar de
aplicacion real.

5.3. Pruebas Iniciales del Sistema en un Entorno Real (Camara Raspberry Pi V3 Wide)

En esta seccion se describe las pruebas realizadas en entorno real utilizando la cdmara
Raspberry Pi V3 (wide). Con estas pruebas se demuestra el funcionamiento en condiciones reales
y se valida los requerimientos funcionales planteados, tales como monitoreo constante, precision
en deteccidn y rapidez en tiempo de respuesta.

Las pruebas en entornos reales fueron planificadas para ejecutarse en 15 dias, considerando

distintos horarios y ubicaciones a fin de evaluar el desempefio del sistema en diversas condiciones.
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La planificacion se dividio en dos etapas:

e Etapa de ajuste (4 dias): Destinada a detectar variables que podrian intervenir en el

mal funcionamiento del prototipo y afinar los parametros 6ptimos en un entorno real.

e Etapa de evaluacion final (11 dias): Destinados para realizar la evaluacién final del

sistema.

Cabe recalcar que, durante la fase de ejecucion de pruebas se presentaron limitaciones para
la obtencion de permisos en los predios urbanos que contaban con estructuras elevadas, puntos
cercanos al seleccionado en la seccién de disefio. Sin embargo, se opt6 por ubicar el prototipo en
terreno libre que, aunque a menor altura, mantuvo la linea de vision a la zona de interés
(interseccion area agricola - forestal), este punto también facilitd la ejecucion de las pruebas
controladas mediante el uso de bengalas de humo. El punto de monitoreo final se georreferencid

en la Zona UTM 19L, con coordenadas 187,588.00 m E (Este) y 8,501,930.00 m N (Norte).

Figura 63
Prototipo del sistema detector de incendios forestales.
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En la tabla 22 se presenta el cronograma de pruebas incluida las horas de prueba y cantidad

de simulaciones de humo en escena.

Tabla 22

Cronograma de pruebas iniciales — primera camara

Fecha Hora inicio Hora fin N.° pruebas Observaciones
12-03-2025 09:00 12:00 02 Humo
18-03-2025 09:00 13:00 03 Humo
28-03-2025 16:00 18:00 01 Humo
05-04-2025 11:00 13:30 01 Humo

En la tabla 23 se presenta los resultados obtenidos con la camara Raspberry Pi 5, donde se

presenta las cantidades de verdaderos positivos, falsos positivos y falsos negativos.

Tabla 23

Resultados de pruebas iniciales — primera camara

Fecha Prueba N. ° Hora inicio Hora final VP FP FN
12-03-2025 01 09:00 10:30 1 10 0
12-03-2025 S/P 10:30 11:30 0 06 0
12-03-2025 02 11:30 12:00 1 34 0
18-03-2025 01 10:30 10:55 1 02 0
18-03-2025 02 10:56 11:07 1 0 0
18-03-2025 03 11:08 12:00 1 0 0
28-03-2025 01 16:00 18:00 0 0 1
05-04-2025 01 11:00 13:30 1 5 0

Como se puede observar el primer dia de analisis se obtuvo muchos falsos positivos y estos

fueron disminuyendo con el afinamiento en los parametros del cddigo y ajustes fisicos del sistema.
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El tercer dia de andlisis se realizo una prueba en horas de 4 pm a 6 pm donde las condiciones de
iluminacién fueron bajas y se pudo apreciar un falso negativo.

Con estas primeras pruebas se pudo detectar la presencia de varios falsos positivos y falsos
negativos, esto debido a condiciones ambientales como vientos fuertes, nubes con tonalidades
similares a humo y cambios extremos de iluminacidn en escena.

Tambien se modifico los rangos de color HSV ya que existia elementos que cumplian
ciertas condiciones de analisis de deteccion de humo y fuego como: cromaticidad de eucaliptos
retofios, efectos estroboscopicos por parte de elementos reflejantes y vegetacion en movimiento
que cumplian con las condiciones de analisis.

En las figuras 64 y 65 se presenta los ejemplares de estas detecciones:

Figura 64
Verdaderas detecciones primeras pruebas en campo
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Figura 65

Falsas detecciones primeras pruebas en campo

5.4. Validacion del Sistema con Otro Tipo de Camara

Si bien el prototipo fue disefiado para funcionar con el modulo de cAmara Raspberry Pi V3
(Wide). No obstante, durante la etapa de pruebas de ajuste realizadas en condiciones de baja
iluminacion (aproximadamente 18:00 horas), se aprecio que el sensor de la cAmara Raspberry Pi
V3 alcanzaba su umbral maximo de subexposicion, tonos cercanos al negro, impidiendo que el
algoritmo capture imagenes utiles.

Ante esta limitacion operativa, se procedi6 a realizar una validacién cruzada sustituyendo
la fuente de captura de imagenes por una camara IP Tapo C320WS. Es importante mencionar que
esta validacion no se realizd con ambas cdmaras funcionando simultaneamente, sino mediante un

intercambio fisico del periférico de entrada.
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Este cambio permitio demostrar el desempefio del sistema en diversas circunstancias de

imagen, calidad de video y conectividad. Evidenciando la versatilidad del cédigo con diferentes

flujos de video.

Las especificaciones técnicas y la comparativa con la camara seleccionada inicialmente se

muestra a continuacion la tabla 24.

Tabla 24

Especificaciones técnicas de cAmara Tapo C320WS

Camara TAPO C320WS

Raspberry Pi V3 Wide

Definicion de video /
resolucion

Sensor de imagen

Focal - ratio

Campo de vision (H)

Fps

Conectividad

Protocolo de video
Consumo energético

Costo Referencial

2K QHD (2560 x 1440 px)

1/3” CMOS con sensor Starlight

/1.61

108 °©

15

Wi-Fi 2.4 GHz / RJ45
RTSP, ONVIF
90V/06A

S/. 207.00

Max. 2304 x 1296 px

Sony IMX708 (1/37)

F2.2

No especificado (standard)
Max. 120 fps

Puerto CSI - 2

Lib camera 2

Dependiente a Raspberry pi
S/.210.00

Adicionando a este paso el cédigo realizado para las pruebas con la segunda camara se

muestra en Anexo 04.

5.4.1. Pruebas Iniciales del Sistema en un Entorno Real con la Segunda Camara

De la misma forma que se realizd con la camara Raspberry Pi V3 (Wide), se configuro la

segunda camara con los parametros éptimos obtenidos en la fase de simulacion. En este caso, se

pudo observar que el segundo dispositivo requirio6 menos modificaciones de los parametros

iniciales, ya que con estos se obtuvieron buenos resultados.
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La diferencia de focal — ratio (/2.2 a f/1.61) permitid que este segundo modelo de camara
capte mayor entrada de luz, manteniendo la visibilidad al anochecer. Sumado a esto, la tecnologia
Starligth optimizdé la captura de imagenes a color incluso en condiciones de baja iluminacion.

Asimismo, la interoperabilidad del sistema permiti6 que el codigo no sufriera
modificaciones estructurales, solo cambiando la direccion de fuente de video mediante protocolo
RTSP. En relacion costo beneficio permitio integrar una cdmara con mejores prestaciones a un
costo similar. En la tabla 25 se muestra los dias que se realizo las pruebas, periodo de pruebas y
cantidades de pruebas realizadas. En la tabla 26 se presenta la cantidad de verdaderos positivos y
falsos positivos que se obtuvieron con la camara Tapo C320WS.

Tabla 25

Cronograma de pruebas iniciales — segunda camara

Fecha Hora inicio Hora fin N.° pruebas Observaciones

18-03-2025 11:00 12:00 01 Humo

28-03-2025 16:00 18:00 01 Humo

05-04-2025 11:00 13:30 01 Humo
Tabla 26

Resultados de pruebas iniciales — segunda camara

Fecha Prueba N.° Hora inicio Hora final VP FP FN
18-03-2025 01 11:00 12:00 1 0 0
28-03-2025 01 16:00 18:00 1 1 0
05-04-2025 01 11:00 13:30 1 7 0

Las detecciones de segunda camara Tapo C320WS se muestran en las figuras 66 y 67.
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Figura 66

Verdaderas detecciones primeras pruebas en campo segunda camara.

Figura 67

Falsas detecciones primeras pruebas en campo segunda camara.
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5.5. Conclusiones Preliminares de Primeras Pruebas

Las primeras pruebas (Fase de ajuste) fueron fundamentales para modificar y optimizar

algunos sectores del codigo que inicialmente fue desarrollado. En la version 01 donde se aplico

deteccién de movimiento, deteccion mediante espacios de color, interseccién de mascaras y

persistencia de movimiento. Los resultados obtenidos en los videos de prueba fueron

prometedores, lo cual daba un buen indicio del funcionamiento en un entorno real.

Sin embargo, en las pruebas de campo se evidencio otra realidad donde se detecté muchos

falsos positivos tal como se muestra en los resultados de las primeras pruebas. Estos errores se

solucionaron aplicando las siguientes mejoras:

Segmentacion de la imagen a una region de interés (ROI): Se segmento la imagen
para excluir areas problematicas, ya que la mayoria de falsos positivos se originaban
en las nubes, que cumplian condiciones de movimiento y cromaticidad.

Mitigacion de la inestabilidad fisica: Las rafagas de viento causaban inestabilidad en
el prototipo, esto se solucion6 reubicando el prototipo a una zona mas protegida y
afiadiendo un contrapeso al soporte de la camara y una caja cortavientos a los laterales
del montaje.

Implementacion de filtros (reduccion de ruido): Se detect6 elementos cercanos a la
camara los cuales generaban mucho ruido a causa del movimiento constante y sumado
a su tonalidad similar al humo o fuego, ocasionaban estas falsas detecciones, es por
ello que se utilizaron técnicas de filtrado a cada mascara resultante y filtrado de
regiones pequenas.

Reduccion de resolucion: Se determind que la resolucion inicial de 1280 x 720 px

captaban demasiados detalles no deseados. Por ello se tuvo que reducir en un 25%
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llegando a utilizar una resolucion de 960 x 540 px, lo que permitio generalizar la

deteccidn de grandes areas y esto también produjo indirectamente la reduccion de

consumo de recursos computacionales.

Con todas estas observaciones se disefid la version final del cddigo, el cual fue puesto en

prueba para obtener las métricas finales de desempefio del prototipo del sistema.

5.6. Resultados Finales en un Entorno Real

Esta seccion presenta los resultados cuantitativos y cualitativos obtenidos con la version

final del cddigo, calibrado en el entorno de aplicacion, minimizando las falsas detecciones.

Para esta etapa final de evaluacion los parametros fueron ajustados y diferenciados para

cada camara. La variacion entre rangos de color HSV entre las camaras es atribuible a las

diferencias intrinsecas en sus sensores de imagen y los algoritmos de procesamiento internos, que

afecta directamente el equilibrio de blancos y la representacion cromatica.

Tabla 27

Parametros de disefio final para cAmara Raspberry Pi V3 (Wide)

Parametros de disefio

Valores

N° de frame analisis

Rango HSV para humo

Rango HSV para fuego

Parédmetros algoritmo KNN (K-Nearest
Neighbor)

FPS captura de video

Resolucion de imagen

300 (equivalente a 10 seg. a 30 FPS)
lower_hsv1 = np.array([61, 10, 180])
upper_hsvl = np.array([133, 55, 255])
lower _hsv2 = np.array([0, 5, 220])
upper_hsv2 = np.array([40, 255, 255])
history=900,

dist2Threshold=700,
detectShadows=False

30 fps

960 x 540 px
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Tabla 28

Parametros de disefio final para cAmara IP TapoC320WS

Parametros de disefio Valores

N° de frame anélisis 150 (equivalente a 10 seg. A 15 FPS)

Rango HSV para humo lower_hsvl = np.array([42, 5, 160])
upper_hsvl = np.array([142, 63, 205])

Rango HSV para fuego lower_hsv2 = np.array([0, 3, 235])
upper_hsv2 = np.array([55, 255, 255])

Parametros algoritmo KNN (K-Nearest history=900,

Neighbor) dist2Threshold=700,
detectShadows=False

FPS captura de video 15 fps

Resolucion de imagen 960 x 540 px

5.6.1. Resultados Final con Camara Raspberry Pi V3 (Wide)

En la presente seccion se muestra los resultados obtenidos por ambas camaras y las
métricas de precision, sensibilidad y balance general. Cabe mencionar que desde este punto se
tomaron datos para hallar la eficiencia del sistema en el entorno de aplicacion.

A continuacién, se muestra las tablas 29 y 30 donde se describen las fechas en las que se
hicieron las pruebas respectivas y las cantidades de las detecciones encontradas, todas ellas
obtenidas mediante el uso del modulo de cdmara Raspberry Pi V3 (Wide).

Adicionalmente, en la tabla 31 se muestra los ejemplares de las verdaderas y falsas

detecciones en cada prueba.
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Tabla 29

Cronograma de pruebas finales

Fecha Hora inicio Hora fin N.° pruebas Observaciones
09-04-2025 09:00 11:00 01 Humo
10-04-2025 09:00 12:00 02 Humo
11-04-2025 11:00 13:00 01 Humo
12-04-2025 08:30 11:30 04 Humo
07-05-2025 13:30 15:20 01 Humo
11-05-2025 18:00 19:57 02 Fuego
12-05-2025 17:40 18:00 02 Fuego
13-05-2025 14:00 15:00 01 Humo
14-05-2025 14:30 16:30 04 Humo
18-05-2025 18:30 19:30 02 Fuego
Tabla 30
Resultados de pruebas finales — primera caAmara

Fecha Prueba N.° Distancia Hora inicio Horafinal VP FP FN
09-04-2025 01 ~120 m 09:00 11:00 1 0 0
10-04-2025 01 ~353 m 09:00 10:20 1 0 0
10-04-2025 02 ~493 m 10:20 12:00 1 1 0
11-04-2025 01 ~353 m 11:00 13:00 1 0 0
12-04-2025 01 ~069 m 08:00 09:00 1 0 0
12-04-2025 02 ~136 m 09:00 09:05 1 0 0
12-04-2025 03 ~353 m 09:05 09:10 1 1 0
12-04-2025 04 ~493 m 09:10 11:30 1 1 0
07-05-2025 01 ~150 m 13:30 15:20 1 3 0
11-05-2025 01 ~005 m 18:00 18:40 1 0 0
11-05-2025 02 ~009 m 18:40 19:57 1 0 0
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12-05-2025 01 ~005m 17:40 17:50 1 0 0
12-05-2025 02 ~009 m 17:50 18:00 1 0 0
13-05-2025 01 ~098 m 14:00 15:00 0 0 1
14-05-2025 01 ~040m 14:30 15:06 1 0 0
14-05-2025 02 ~136 m 15:06 15:13 1 0 0
14-05-2025 03 ~353m 15:13 15:20 1 0 0
14-05-2025 04 ~493 m 15:20 16:30 1 0 0
18-05-2025 01 ~70m 18:30 19:00 0 0 1
18-05-2025 02 ~150m 19:00 19:30 0 0 1
Sumatoria de detecciones 17 6 3

Tabla 31

Resultados por video: verdaderos positivos, falsos positivos, falso negativos — pruebas finales

primera camara

VERDADERO POSITIVOS

FALSOS POSITIVO
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No se detecto falsos positivos.

No se detecto falsos positivos.
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Falso positivo
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g 01 No se detecto falsos positivos.
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01 No se detecto falsos positivos.
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Falso positivo
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02 No se detecto falsos positivos.
01 No se detecto falsos positivos.
02 No se detecto falsos positivos.

Lo

AN

o

N

O

<

<

i
03 No se detecto falsos positivos.
04 No se detecto falsos positivos.
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De la misma forma que se realiz6 en condicion simulada para hallar las métricas primero
se contabiliz6 la cantidad de verdaderos positivos, falsos positivos y falsos negativos, estas
cantidades permitid conocer la eficiencia del sistema para hacer deteccion de humo o fuego en el
sector de aplicacion.

Se analizaron 20 escenarios de pruebas donde existe humo o fuego real en cada escena.
Del total en 17 escenarios se tuvo detecciones de humo y fuego (Verdadero Positivo), 06
detecciones de elementos que no fueron humo o fuego (Falsos Positivos) y en 03 escenario no se
detecté humo y fuego real (Falso Negativo).

Aplicando las férmulas para hallar la precision, sensibilidad y el balance general se obtuvo

los siguientes resultados:

17
iSio = = = 0,
Precision 17706 0.739 = 73.9%

17
Sensibibilidad = ——— = 0.85 = 85%

17 + 03
g, 07397085 .y

= ¥—_— — =
0739+ 085 0

Los resultados finales en entorno real, a pesar de las correcciones de cddigo, muestran un
rendimiento esperado, demostrando que la complejidad de las variaciones ambientales impacta en
las métricas de desempefio. La prueba realizada el dia 13-05-2025 no detecté humo esto debido a
la baja concentracién de humo, mientras que la prueba realizada el 18-05-2025 no logro deteccion
de fuego en las 02 pruebas esto debido a la baja capacidad por parte de la cAmara al capturar
iméagenes en condicion de baja iluminacion. En caso de la precision se observa que hubo falsas
detecciones, esto debido al movimiento rapido de nubes en la escena, especialmente en horas

pasados el meridiano cuando los vientos son mas intensos y los cambios repentinos de iluminacion
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especialmente cuando la escena era opacada repentinamente por sombras de nubes y el efecto
estroboscopico de calaminas.

El balance general muestra que el sistema es bueno obteniendo un 79%, demostrando una
buena capacidad en deteccion, pero también resalta las limitaciones inherentes a la seleccion del
hardware y variables ambientales.

Para finalizar, es importante mencionar que el uso del médulo de cdmara Raspberry Pi v3
(Wide) tiene un grado mayor de dificultad en su uso, debido a que sus principales parametros
(contraste, nitidez, exposicién y balance de blancos) no estan preconfigurados por defecto y estos
deben calibrarse en codigo para encontrar los valores exactos que den una imagen con la
cromaticidad real del entorno, justificando por que los rangos de colores HSV finales difieren de
los utilizados en simulacion. Una segunda observacion es que la camara Raspberry Pi V3 (Wide)
tiene limitaciones en condiciones de baja iluminacion esto debido al sensor de imagen que posee
dicha camara. Aunque en las especificaciones técnicas la cdmara puede activar la funcionalidad
HDR (High Dynamic Range), el cual permite mejorar la calidad de las imagenes capturadas en
condiciones de baja iluminacién o alto contraste. Sin embargo, se detectd limitaciones en cuanto
a su compatibilidad con la libreria Picamera2 de OpenCV vy a la resolucidn utilizada.

5.6.2. Resultados Final con Camara TAPO C320WS

Para viabilizar las pruebas en el mismo punto y evitar complicaciones de conexion fisica
en la Raspberry Pi 5, se opt6 por ejecutar por ejecutar el codigo utilizando una laptop con sistema
operativo Linux. Esta configuracion actué como un entorno de ejecucion equivalente, permitiendo
procesar el flujo de video de la cAmara TAPO mediante protocolo RTSP, una interfaz que el primer

modelo de camara (Raspberry Pi V3 wide) no permite de forma nativa.
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El uso de la laptop como estacion de procesamiento tuvo un objetivo metodologico clave:
garantizar la integridad de los resultados finales sin duplicar las pruebas de humo y fuego. Dado
que previamente se comprobo el correcto funcionamiento de la cdmara TAPO en las pruebas de
ajuste preliminar, esta configuracion permitio validar el algoritmo final frente al mismo estimulo.

En lugar de realizar pruebas de humo o fuego por separado para cada cdmara, en el entorno
de la laptop permitio capturar y procesar eventos de validacion de la cAmara TAPO mientras el
sistema embebido Raspberry Pi 5 mantenia su operatividad usando la primera camara. De esta
forma, se optimizé los recursos de campo y demostré que el software es interoperable.

A continuacién, se muestra los resultados utilizando la segunda cdmara, en la tabla 32 se
muestra las fechas en las que se realizaron las pruebas y las detecciones encontradas.
Adicionalmente en la tabla 33 se muestra los ejemplares de las verdaderas y falsas detecciones que
fueron enviadas mediante mensajeria instantanea.

Tabla 32

Resultados de pruebas finales — segunda camara

Fecha Prueba N.°  Distancia Horainicio Horafinal VP FP FN
09-04-2025 01 ~120 m 09:00 11:00 1 0 0
10-04-2025 01 ~353 m 09:00 10:20 1 0 0
10-04-2025 02 ~493 m 10:20 12:00 1 0 0
11-04-2025 01 ~353 m 11:00 13:00 1 0 0
12-04-2025 01 ~069 m 08:00 09:00 1 0 0
12-04-2025 02 ~136 m 09:00 09:05 1 0 0
12-04-2025 03 ~353 m 09:05 09:10 1 0 0
12-04-2025 04 ~493 m 09:10 11:30 1 0 0
07-05-2025 01 ~150 m 13:30 15:20 1 2 0
11-05-2025 01 ~005 m 18:00 18:40 1 0 0
11-05-2025 02 ~009 m 18:40 19:57 1 0 0
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12-05-2025 01 ~005 m 17:40 17:50 1 1 0
12-05-2025 02 ~009 m 17:50 18:00 1 0 0
13-05-2025 01 ~098 m 14:00 15:00 1 2 0
14-05-2025 01 ~040 m 14:30 15:06 1 0 0
14-05-2025 02 ~136 m 15:06 15:13 1 0 0
14-05-2025 03 ~353m 15:13 15:20 1 0 0
14-05-2025 04 ~493 m 15:20 16:30 1 1 0
18-05-2025 01 ~070 m 18:30 19:00 1 0 0
18-05-2025 02 ~150 m 19:00 19:30 1 0 0
Sumatoria de detecciones 20 6 0

Tabla 33

Resultados por video: verdaderos positivos, falsos positivos, falso negativos — pruebas finales

segunda camara

VERDADERO POSITIVOS

FALSOS POSITIVO
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No se detecto falsos positivos.

No se detecto falsos positivos.
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02 No se detecto falsos positivos.
Lo
AN
S
g 01 No se detecto falsos positivos.
i
—

01 No se detecto falsos positivos.
L0
AN
S
g 02 No se detecto falsos positivos.
N
—

03 No se detecto falsos positivos.
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04 No se detecto falsos positivos.
" Falso positivo
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01 No se detecto falsos positivos.
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02 No se detecto falsos positivos.
Falso positivo
Lo
AN
o
N
b 01
<
™
—
Falso positivo
01 No se detecto falsos positivos.
Lo
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o
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<
<
i
02 No se detecto falsos positivos.
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03 No se detecto falsos positivos.

04 Falso positivo
01 No se detecto falsos positivos.
Lo
(aN]
o
N
To)
OI
e o]
—
02 No se detecto falsos positivos.

Con la segunda camara en total se realizé 20 pruebas donde existié humo simulado o fuego
real en cada escena. En todas las pruebas se obtuvo detecciones de humo y fuego (Verdadero
Positivo). 06 detecciones de elementos que no fueron humo o fuego (Falsos Positivos) y ningun

falso negativo.
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20
Precision = — = 0.769 = 76.9%

20 + 06
Sensibibilidad = 20 = 1=100%
ensioiolllada —20+00— = 0
2 0.769 + 1 0.869 = 86.9%
= X —m— masaws-ooeke . — . = .
0.769 + 1 0

Los resultados muestran que el uso de la segunda cdmara tiene un mejor desempefio en
comparacion a la camara Raspberry Pi V3 (Wide) esto debido a las mejores capacidades que tiene
la camara de videovigilancia. Entre las principales se pudo observar:

e Eliminacion de FN: La camara Tapo tiene una mejor fidelidad de color y un mejor
rendimiento en condiciones de baja iluminacion inherentes a la camara Tapo, logrando
un Recall perfecto.

e Procesamiento integrado: La cdmara incluye procesamiento integrado y parametros
configurados por fabrica y mediante el uso del protocolo RTSP (Real-Time Streaming
Protocol) permite envio de imagenes en tiempo real sin necesidad de modificar otros
parametros.

e Eficiencia a menor FPS: Aunque solo funciona a 15 fps el desempefio fue mejor en
comparacion con la primera cadmara.

Para finalizar el balance general nos muestra que el sistema es bueno obteniendo un 86.9%,
demostrando que existe un alto grado en deteccion de humo y fuego real y un bajo grado de
localizacion de falsas detecciones.

5.7. Comparativa con Métricas Encontradas en los Antecedentes Académicos
En la tabla 34 se detalla las métricas obtenidas en el presente trabajo con los resultados

reportados en los antecedentes académicos de referencia.
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Tabla 34

Comparativa de métricas de rendimiento frente a los antecedentes académicos.

Método Tipo de Sensibilidad F1-Score /
Autor / Trabajo Precision
Principal Prueba (Recall) Exactitud
Condorhuaman KNN + Real (Campo -
76.9% 100% 86.9%
(Tesis) HSV Tapo)
Condorhuaman KNN + Real (Campo -
. . 73.9% 85.0% 79.0%
(Tesis) HSV RPi V3)
Condorhuaman KNN + Simulada
_ 91.6% 95.6% 93.5%
(Tesis) HSV (Bases datos)
Mubarak & YCbCr + Simulada
92.59% 93.13% 92.86%
Honge Temporal (Internet)
RGB + Simulada
Thou-Ho et al. 87.10% 88.40% 87.75%
Crecimiento (Internet)
Di Lascio et al. Color + Simulada
. o _ (N/A) (N/A) 92.86%
(Fenju Bu et al) Movimiento (Mix)
Domeénech Simulada
HSV 98.3% 71.0% (N/A)
(Fuego) (Dataset)
Domeénech Simulada
PDI Mixto (Variable)  20% - 80%  (Variable)
(Humo) (Dataset)

La evaluacion de los algoritmos KNN + HSV se realiz6 en un enfoque progresivo, donde
los resultados demuestran una solidez técnica competitiva a los antecedentes utilizados, incluso
superando en métricas como sensibilidad y F1- Score, validando el algoritmo final en condiciones
similares (videos de prueba).

Al cambiar a las pruebas en campo, la implementacion con la camara IP Tapo obtuvo una

sensibilidad de 100% cifra que superd a los resultados obtenidos en los demas trabajos académicos.
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Si bien la exactitud en los escenarios reales presenta una disminucion natural debido a las variables
climaticas del sector de Picol Orccompucyo.
5.8. Evaluacion del Consumo de Recursos del Sistema

En la ejecucion de pruebas reales del sistema se realizd la medicién de parametros
principales esto con el objetivo de no solo determinar la eficiencia en detecciones, sino también
determinar que lo haga de forma estable sin necesidad de consumir muchos recursos
computacionales y energéticos.

5.8.1. Consumo Energético

El consumo energético méximo que se calculé en base a las especificaciones técnicas de
los dispositivos utilizados y se muestra a continuacion en la siguiente tabla.

Tabla 35
Consumo energético del prototipo del sistema

Dispositivos Consumo
Raspberry Pi 5 8Gb (incluida fuente) 12.5 watts a procesos intensivos (Max.)
Active cooler 1 watts (Max.)
Camara Tapo C320WS (incluida fuente) 600 mA a 9v. (5.4 watts)
Ventilador 12 voltios (incluida fuente) 130 mA a 12v (1.56 watts)
Modem ZTE 4G LTE (incluida fuente) 4 watts (Max.)
Total 24.46 watts

El valor de 24.46 W representa el consumo tedrico méximo si todos los dispositivos
funcionaran simultaneamente a su capacidad limite. Sin embargo, el consumo real es menor. Esto
se confirma con la medicion en la etapa de alimentacion Alterna (CA) de la fuente de energia,

donde el consumo promedio registrado fue de 16.5 W (validado con la pinza amperimétrica).
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Aunque esta medicion en CA incluye las perdidas por eficiencia de todos los adaptadores
(cargadores AC/DC), Esto reduce el consumo de potencia util (DC) real del sistema.

Es importante mencionar que este consumo energético se realizd cuando se estaba
utilizando el segundo modelo de camara (Tapo C320WS), el cual tiene un consumo energético
mayor, con el sistema embebido Raspberry Pi 5.

Figura 68

Consumo energético real del sistema

5.8.2. Consumo de Recursos Computacionales

El consumo de recursos se midié en el sistema embebido usando el comando de Linux
htop. Esta herramienta proporcion6 datos sobre CPU, RAM, procesos y tiempo de ejecucion
(Tablas 36 y 37).

Tabla 36

Consumo de recursos computacional del sistema usando camara Raspberry Pi V3 (wide)

Parametros Valor

CPU (procesador) 120% (carga distribuida en 4 nucleos)

Memoria RAM 725 M

Tiempo de ejecucion Valor registrado en 56 min de ejecucion de script

165



Tabla 37
Consumo de recursos computacionales de Raspberry Pi con cdmara Tapo C320WS

Parametros Valor

CPU (procesador) 162.5% (carga distribuida en 4 nucleos)

Memoria RAM 910 M

Tiempo de ejecucion Valor registrado en 31 min de ejecucidn de script
Figura 69

Consumo de recursos computacionales de Raspberry Pi con camara Tapo C320WS

Figura 70
Consumo de recursos computacionales de Raspberry Pi con cAmara Raspberry Pi V3 (wide)
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5.8.3. Temperatura de CPU

El monitoreo de la temperatura del CPU es importante ya que este pardmetro sirve para
verificar la estabilidad térmica del sistema durante los periodos de pruebas y también sirve para
justificar la decision de utilizar una refrigeracién en el sistema, mediante el uso de un Active
Cooler y el ventilador para extraer el aire caliente del sistema.

La temperatura del CPU de la Raspberry Pi 5 fue en promedio 55 © C usando el segundo
modelo de cAmara y se muestra en la siguiente imagen.

Figura 71
Temperatura de CPU del Raspberry Pi

@ eduardo@raspberrypi: ~

cmd measure temp

cmd measure temp
cmd measure_temp

cmd measu Z‘E—'-_tEI‘.'l}_:'
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Capitulo VI: Costos de Implementacion del Sistema

El presente capitulo tiene por finalidad realizar el calculo de los costos necesarios para

realizar la implementacion del prototipo del sistema de deteccion de incendios forestales.

6.1. Costo de Hardware

6.1.1. Costos de Hardware Adquirido

En la presente seccion se detalla los gastos realizados en la adquisicion de dispositivos

esenciales para el desarrollo del proyecto de ingenieria.

Tabla 38

Costos de Hardware Adquirido

Item cantidad Costo unitario Sub total
Raspberry Pi 5 (8Gb) 01 S/.579.00 S/.579.00
Active Cooler para Raspberry Pi 01 S/.29.90 S/.29.90
Fuente Raspberry Pi 27 Watts 01 S/. 67.00 S/. 67.00
Camara Raspberry Pi V3 (wide) 01 S/.207.00 S/.207.00
Cémara IP Tapo C320WS 01 S/.199.00 S/.199.00
Ventilador 12v 01 S/.18.00 S/. 18.00
Fuente 12 voltios (2 A) 01 S/.16.90 S/.16.90
Total S/.1116.80

6.1.2. Costos de Depreciacion de Equipos Propios

Durante la etapa de implementacion y pruebas del sistema se utilizd equipos propios como:

laptop, kit solar y modem de internet, para valorar el uso de estos recursos se presenta la

depreciacién del equipo.
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Tabla 39

Costos de depreciacion de equipos utilizados

; Precio ) ) Costo Total, por
Item Vida util
nuevo mensual 5 meses
Laptop ASUS TUF Gaming F15 S/.3099.00 36 S/. 86.08 S/. 430.40
Power Station LIDIMI 300 Watts  S/. 525.00 36 S/. 14.58 S/.72.90
Modem 4G LTE ZTE S/.129.90 36 S/. 3.60 S/. 18.00
Total S/.521.30

6.1.3. Costos de Materiales de Implementacion

Para la implementacion del sistema se requirié materiales para el armado del prototipo los
cuales se presentan en la siguiente tabla.

Tabla 40
Costos de materiales de implementacion

. . Costo
Item cantidad o Sub total
unitario
Caja hermética PVC 01 unid. S/. 32.90. S/. 32.90
Tomacorriente triple universal 01 unid. S/. 32.00 S/. 32.00
6m cable vulcanizado exterior 3 x12
01 unid. S/.72.00 S/.72.00

AWG
Enchufe2p +T 01 unid. S/.15.00 S/.15.00

Tripode telescopio mavil para )
) 01 unid. S/. 120.00 S/. 120.00
camara.

Total S/.271.90
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6.1.4. Costo Total de Hardware y Materiales de Implementacion

A continuacién, se muestra el costo total de materiales fisicos del sistema.

Tabla 41
Costo total de hardware y materiales de implementacion

Descripcion Costo
Costo hardware adquirido S/.1116.80
Costo depreciacion de equipos propios S/.521.30
Costo de materiales de implementacion S/.271.90
Costo total S/.1910.00

6.2. Costo de Software

Para el desarrollo del sistema no se realizd gastos en temas de licencias 0 compras de

software de terceros ya que las herramientas seleccionadas son de cddigo abierto como Python,

OpenCV y demaés librerias.

Tabla 42
Costo de software

Item Detalle Costo
Software de desarrollo Python, OpenCV, librerias. S/.0.00
Plataforma mensajeria Bot Telegram S/.0.00
Total S/.0.00
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6.3. Costo de Implementacion y Pruebas

6.3.1. Costos de Mano de Obra

El desarrollo del proyecto de ingenieria fue desarrollado con la finalidad de la obtencion
del titulo profesional. Como tesista, se realizo el proyecto desde la etapa inicial que incluye la
investigacion, disefio, implementacion de software y hardware hasta la etapa final que es las
pruebas del sistema. Si bien no se recibié remuneracion econdmica, se ha considerado realizar un
andlisis de costo horas hombre por el tiempo invertido, de esta forma se estima el costo real del
proyecto. Para realizar los costos en total fueron 6 meses desde la etapa inicial de investigacion
hasta la etapa final de pruebas del sistema. Se estima 4 horas de trabajo en 5 dias a la semana por
el periodo de los 6 meses.

Tabla 43

Costos de mano de obra

o ] Horas Tarifa
Rol Actividades realizadas ) Sub total
estimadas (por hora)

Disefio, implementacion de software y

Tesista 480 horas  S/.15.00  S/.7200.00
hardware y pruebas.

Apoyo Asistencia en pruebas de campo 40 horas S/.10.00 S/.400.00

Total S/. 7 600.00

6.3.2. Costos de Pruebas de Campo

Para la ejecucion de pruebas se realizaron gastos en temas de movilidad, paquetes de
internet, consumibles para simulacion de eventos de humo y fuego. A continuacion, se detalla los

gastos realizados.
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Tabla 44

Costos de pruebas de campo

item cantidad Costo unitario Sub total
Bengalas de Humo 27 unid S/.10.00 S/. 270.00
Servicio de internet movil 4G LTE 4 meses S/. 30.00 S/.120.00
Movilidad 02 personas 20 dias S/. 20.00 S/. 400.00
Total S/.790.00

6.3.3. Costo Total de Implementacion y Pruebas

A continuacion, se detalla los costos totales de implementacion y los gastos realizados en

las pruebas.

Tabla 45
Costo total de implementacion y pruebas

Descripcion Costo
Costos mano de obra S/. 7 600.00
Costos de Pruebas de Campo S/.790.00
Costo total S/. 8 390.00

6.4. Resumen de Costos Totales

A continuaciéon, se muestra el resumen de los costos totales en hardware, software,

implementacién y pruebas.
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Tabla 46

Resumen de costos totales

Descripcion Costo
Costos de hardware S/.1910.00
Costos de software S/.0.00
Costo de implementacion y pruebas S/. 8 390.00
Costo total S/. 10 300.00
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Conclusiones

El sistema fue desarrollado y puesto en marcha, cumpliendo con la finalidad de detectar
eventos simulados de incendios, se evidencid su factibilidad técnica y operativa en zonas
cercanas a los entornos forestales del sector de Picol Orccompucyo. El prototipo modular
permite que el sistema tenga futuras ampliaciones como la integracion de nuevas tecnologias.
Se ha disefiado un sistema de deteccion de incendios forestales mediante el uso de una cdmara
estacionaria y utilizando técnicas de procesamiento de imagenes, cumpliendo los
requerimientos definidos en los alcances como: monitoreo continuo, deteccién de humo y/o
fuego y envio de notificaciones automaticas. Para el disefio se tomo en cuenta la factibilidad
de funcionamiento en la comunidad campesina de Picol Orccompucyo, a través de uso de
hardware y herramientas computacionales accesibles.

Se logré implementar el prototipo del sistema de deteccidn de incendios forestales en el sector
de Picol Orccompucyo, para ello se utilizé el sistema embebido Raspberry Pi 5 con memoria
de 8 GB. Para la captura de imagenes se evalu6 dos tipos de camaras: la Raspberry Pi Cam
V3 (Wide) y la cdmara IP Tapo C320WS. EIl prototipo fue montado sobre una estructura
portéatil lo que permitio su facil transporte e instalacion en la zona de pruebas.

Se desarroll6 el algoritmo capaz de realizar detecciones de humo en escenas diurnas y fuego
en escenarios nocturnos. La codificacion del algoritmo se realizé en Python, aprovechando su
compatibilidad con librerias especializada en vision computacional como OpenCV. El
algoritmo principal estd compuesto por sub - algoritmos destacando entre ellos la deteccion
de movimiento utilizando KNN-subtraction para luego seguir por segmentacion de humo o
fuego mediante espacio de color HSV vy finalizar con algoritmos de persistencia para la

confirmacion de eventos.
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En las pruebas realizadas, se pudo evaluar la eficiencia del sistema detector de incendios
forestales en dos condiciones diferentes:

- La primera prueba fue en condiciones simuladas obteniendo métricas de desempefio
elevadas (precision de 91.6%, sensibilidad de 95.6% y un balance general de 93.3%),
comparables con los antecedentes de investigacion estudiados.

- En el entorno real de aplicacion utilizando el sistema embebido y la cAmara Raspberry Pi
Cam V3 se obtuvo un desempefio aceptable, precision de 73.9%, sensibilidad de 85% y un
balance general de 79%, esta reduccién del rendimiento se debi6 a factores ambientales y el
desempefio de la camara en condiciones de baja iluminacion.

- Usando la segunda camara se obtuvo un mejor desempefio con una precision de 76.9%,
sensibilidad de 100% y un balance general de 86.9%. Estos resultados muestran un buen
rendimiento generando una base para futuras mejoras y aplicaciones en otros entornos de la

region.
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Recomendaciones

Basandose en las pruebas realizadas en campo en un entorno real, se recomienda mejorar la
estabilidad de la estructura de montaje, especialmente de la camara, ante la ocurrencia de
vientos intensos. con la finalidad de reducir los desenfoques de cdmara que generaban falsas
detecciones.

Dado que el andlisis del cielo y nubes fue un factor que genero gran parte de falsos positivos,
se recomienda segmentar la escena y realizar un analisis solo a zonas terrestres donde la
probabilidad de ocurrencia de incendios forestales es mucho mayor.

Se recomienda realizar futuras pruebas en distancias mas amplias, de esta forma se replica
las condiciones de los videos de prueba iniciales y validar el rendimiento a mayor alcance.
Como referencia, en Anexo 06 se presenta registros de detecciones obtenidas desde una
ubicacion urbana lejana. Estas detecciones no formaron parte de la planificacion inicial, pero
se adjunta como evidencia para futuras aplicaciones.

Para garantizar un monitoreo continuo las (24/7) durante los meses mas propensos de
ocurrencia de estos eventos y teniendo en cuenta las mediciones efectuadas al consumo
eléctrico del prototipo (~17 W), se recomienda disefiar e implementar un sistema de
alimentacion ininterrumpido mediante energia solar.

Se recomienda utilizar los médulos HAT 4G de Raspberry Pi, para asegurar la conexion 4G
LTE dedicada, garantizando la conexién a internet.

Con el objetivo de alcanzar unos mejores resultados de precision, se propone llevar el
proyecto a una segunda fase que incorpore Inteligencia Artificial. De esta forma convirtiendo

al trabajo en una base para una solucion méas avanzada y personalizada para la region.
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Recomendaciones para un Futuro Despliegue de Red de Camaras

Propuesta de Ubicaciones para una Red de Camaras Futuras

Como parte de la vision de un sistema escalable bajo una metodologia top-down, se realizo
un analisis preliminar de la comunidad campesina de Picol Orccompucyo para identificar posibles
ubicaciones estratégicas para futuras camaras. Basandose en los datos histéricos y los mapas de
pendientes, se ha observado que los incendios forestales tienen origen antropico y tienden a
generarse en areas de transicion entre agricolas y forestales.

En un proyecto a mayor escala, se propone que las cdmaras sean ubicadas en zonas
estratégicas para dar mayor cobertura a zonas vulnerables tal como se muestra en el siguiente
analisis mostrado en la figura 72.

Figura 72
propuesta de ubicaciones de camaras en Picol Orccompucyo

Nota: disefio realizado en Google Earth Pro.
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Los nodos seleccionados fueron elegidos en base a la geomorfologia del sitio (puntos altos)
y la facilidad de acceso ya que existen vias de acceso a dichos puntos que facilitarian la
implementacion y futuros mantenimientos y en caso de los camaras ubicados en las zonas bajas
por que existe infraestructura donde instalar soportes o postes donde ubicar las cdmaras, tales como
el salén comunal de Picol Orccompucyo y del sector de Machu Picol

Los poligonos de colores representan los campos de vision aproximados de cada cAmara 'y
la superposicion de las areas serviria para:

e Reducir los puntos ciegos y de esta forma garantizar cubrir la mayor cantidad de zonas
forestales de la comunidad campesina de Picol Orccompucyo.

e Permitir una triangulacion de informacidn, de esta manera haciendo un analisis méas
exhaustivo. Por ejemplo, enviando los datos a un servidor central que correlacione las
alertas de multiples cAmaras para confirmar la existencia del incendio.

Estudio de Cobertura Celular en los Nodos Seleccionados

Para realizar un despliegue y basandose en el funcionamiento del prototipo se debe
considerar el medio de comunicacion y teniendo en cuenta que el prototipo se conecté a internet a
través de un modem 4G LTE. Entonces en base al estudio realizado en la parte de disefio se optaria
por utilizar la red de Bitel, Movistar y Entel los cuales tienen mayor cobertura en las zonas mas
altas.
Propuesta de Arquitectura del Sistema

e Primera arquitectura planteada basado en un servidor fisico

Considerando que cada nodo tendra conexion a internet se plantea utilizar una arquitectura

“Hub and Spoke” (centro y periferia) esto quiere decir todos los nodos estan conectados a un

servidor central. Cada nodo (Raspberry con cdmara y modem 4G) funcionara de manera autbnoma
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comunicandose directamente al servidor fisico, donde también se podria realizar un centro de
monitoreo en el cual se pueda visualizar las alertas e imagenes. Adicionalmente esta arquitectura
otorga mayor robustez al sistema ya que si un nodo falla no se compromete la funcionalidad de
todo el sistema

Figura 73

Arquitectura basada en un servidor fisico.

\ 4

MW a6 M

/
,/ﬂ/élG 4G b\
Internet \

"

()
eNodeB eNodeB
— -
_—— —_— 7L =

-—

X «
i ISP /
/
- 3

- =) -

V -, M
|

El fujo operativo de la arquitectura propuesta consta de tres principales fases los cuales se
describen a continuacion:

e Procesamiento en los nodos: Los nodos de captura y procesamiento, tendran el mismo
principio de funcionamiento del prototipo disefiado, con la Unica diferencia que ahora las
notificaciones seran enviadas a la direccion IP publica estatica del centro de monitoreo a
través de solicitudes HTTPS POST, el router de la central se encargara de dirigir todas las
notificaciones a la IP Privada del servidor de analisis.

e Analisis centralizado: Una PC fisica en un centro de monitoreo el cual trabajard tambiéen

como un servidor, recibe las alertas y hace el trabajo de "cerebro” y visualizacion. En el
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servidor es donde se realizara la l6gica de triangulacion de informacion, mediante un
analisis espacio - temporal. La alerta se puede catalogar como primordial en caso dos o
mas camaras mandan una alerta de reas en interseccion, caso contrario se le considera una
alerta simple. Esta metodologia reduciria drasticamente los falsos positivos y priorizaria
las alertas de mayor relevancia.

e Notificacion y entrega: Una vez validado la alerta en el servidor, se debera integrar con la
API de Telegram tal como se realizé en el prototipo con la Unica diferencia que ahora se
integraran multiples dispositivos. Esto se logrard mediante la agregacion de CHAT _ID o
identificadores Unicos, garantizando que las alertas sean entregadas al personal
responsable. En la figura 74 se muestra el proceso descrito en el presente punto.

Figura 74

Proceso de notificacion y entrega de alertas primera arquitectura.
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e Segunda arquitectura planteada basado en un servidor agregado en la nube.
Esta arquitectura permitira escalabilidad al sistema en caso de que se requiera adicionar

mas camaras y en lugar de que cada camara envié las detecciones a un servidor fisico cada nodo
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(Raspberry con camara y modem 4G) funcionard de manera autdbnoma comunicandose
directamente al servidor agregado en la nube.

En la figura 75 se muestra la arquitectura propuesta en donde se tiene los cuatro nodos
conectados al servidor de agregacion central mediante conectividad celular 4G.

Figura 75

Arquitectura basada en un servidor en la nube.
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El fujo operativo de la arquitectura propuesta consta de tres principales fases los cuales se
describen a continuacion:

e Procesamiento en los nodos: Los nodos de captura y procesamiento, tendran el mismo
principio de funcionamiento del prototipo disefiado, con la Unica diferencia que ahora las
notificaciones seran enviadas al servidor de agregacion en la nube, mediante solicitudes
HTTPS POST. Este método garantiza una comunicacion segura estandarizada en un
formato JSON.

e Agregacion y Andlisis centralizado: El servidor de agregacion, el cual puede ser un
servidor en la nube como las que ofrece AWS EC2, Google Cloud Platform entre otras.

Este servidor virtual debera disponer de un sistema operativo virtual como Ubuntu Server,
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donde se ejecutara un software basado en Python y librerias necesarias para la interaccion
con la API de Telegram.

En el servidor es donde se realizara la l6gica de triangulacion de informacion, mediante un
analisis espacio - temporal. La alerta se puede catalogar como primordial en caso dos o
mas camaras mandan una alerta de reas en interseccion, caso contrario se le considera una
alerta simple. Esta metodologia reduciria drasticamente los falsos positivos y priorizaria
las alertas de mayor relevancia.

e Notificacidon y entrega: Una vez validado la alerta en el servidor de agregacion, se debera
integrar con la API de Telegram tal como se realizo en el prototipo con la nica diferencia
que ahora se integraran multiples dispositivos. Esto se logrard mediante la agregacion de
CHAT _ID o identificadores Unicos, garantizando que las alertas sean entregadas al
personal responsable. En la figura 76 se muestra el proceso descrito en el presente punto.

Figura 76

Proceso de notificacion y entrega de alertas segunda arquitectura.
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Anexos

Anexo 01: Cddigo Célculo de Métricas Desempeiio KNN Background Subtractor
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Primer video analizado

Escenario 1: 2m38s (Inicio de Humo)

Parametros loU Score | Precision  Sensibilidad

h1000_d700 | 363 | 6946|1590 | 0.0408 0.050 0.186 0.080
h1000_d400 | 568 | 13588 |1385|0.0365 0.040 0.291 0.069
h1000_d200 | 761 |26558|1192 |0.0267 0.028 0.389 0.053
h500_d700 198 | 6062|1755 |0.0247 0.032 0.101 0.048
h500_d400 352 |12550| 1601 | 0.0243 0.027 0.180 0.046
h500_d200 577 | 24905 | 1376 | 0.0215 0.023 0.295 0.042
h200_d200 272 |14683|1681|0.0164 0.018 0.139 0.031
h200_d400 105| 6541|1848 |0.0124 0.016 0.054 0.024
h200_d700 22| 2718|1931 |0.0047 0.008 0.011 0.009

Escenario 2 : 8m04s (Humo Cargado)

Parametros ‘FN loU Score | Precision  Sensibilidad  F1-Score
h500_d200 2499 | 3689|3034 0.2710 0.404 0.451 0.426
h1000_d200 |2445| 3511|30880.2703 0.410 0.441 0.425
h1000_d400 |1717| 1074|3816 0.2599 0.615 0.310 0.412
h500_d400 1692 | 1224|3841)|0.2504 0.580 0.306 0.401
h1000_d700 |[1110| 320|4423)/0.1896 0.776 0.200 0.319
h500_d700 986 | 368|4547)0.1671 0.728 0.178 0.286
h200_d200 |1716| 5027|3817 0.1625 0.254 0.310 0.280
h200_d400 |1137| 1934|43960.1523 0.370 0.206 0.264
h200_d700 741| 743]4792(0.1181 0.499 0.134 0.212

Escenario 3: 1m15s (Sin Movimiento)

Parametros TP ‘ FN ‘ loU Score ‘ Precision  Sensibilidad  F1-Score
h1000_d200 0] 1930 0]0.0000 0.00 0.00 0.00
h1000_d400 0| 421 0]0.0000 0.00 0.00 0.00
h1000_d700 0 89 0]0.0000 0.00 0.00 0.00
h200_d200 0| 373 0]0.0000 0.00 0.00 0.00
h200_d400 0 51 0]0.0000 0.00 0.00 0.00
h200_d700 0 12 0]0.0000 0.00 0.00 0.00
h500_d200 0] 995 0]0.0000 0.00 0.00 0.00
h500_d400 0| 180 0]0.0000 0.00 0.00 0.00
h500_d700 0 33 0]0.0000 0.00 0.00 0.00
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Segundo video analizado

Escenario 1: 3m20s (Inicio de Humo)

Parametros TP FP FN  loU Score Precision Sensibilidad F1-Score
h1000_d400 36| 439| 279|0.0477 0.076 0.114 0.091
h1000_d700 16| 126| 299|0.0363 0.113 0.051 0.070
h500_d200 43| 1001| 2720.0327 0.041 0.137 0.063
h500_d400 19| 315| 296|0.0302 0.057 0.060 0.058
h1000_d200 50| 1366| 265|0.0297 0.035 0.159 0.058
h200_d400 17| 308| 298|0.0273 0.052 0.054 0.053
h500_d700 9| 108| 306|0.0213 0.077 0.029 0.042
h200_d200 24| 916| 291|0.0195 0.026 0.076 0.039
h200_d700 8 96| 307|0.0195 0.077 0.025 0.038

Escenario 2: 0m27s (Humo Cargado)

Parametros loU Score Precision Sensibilidad F1-Score
h1000_d200 110 9213|1028|0.0106 0.012 0.097 0.021
h1000_d400 67| 5215(1071|0.0105 0.013 0.059 0.022
h1000_d700 43| 3044|1095|0.0103 0.014 0.038 0.021
h500_d200 72| 9707|1066 |0.0066 0.007 0.063 0.013
h500_d400 37| 5839(1101|0.0053 0.006 0.032 0.011
h500_d700 18| 3536|1120|0.0039 0.005 0.016 0.008
h200_d200 38| #### | 1100|0.0031 0.003 0.033 0.006
h200_d400 16| 7258|1122|0.0019 0.002 0.014 0.004
h200_d700 7| 4717|1131|0.0012 0.001 0.006 0.002

Escenario 3: 4m32s (Sin Movimiento)

Parametros loU Score Precision Sensibilidad F1-Score
h1000_d200 0| 1238 0| 0.0000 0.00 0.00 0.00
h1000_d400 0| 291 0 0.0000 0.00 0.00 0.00
h1000_d700 0 77 0| 0.0000 0.00 0.00 0.00
h200_d200 0| 107 01 0.0000 0.00 0.00 0.00
h200_d400 0 11 0| 0.0000 0.00 0.00 0.00
h200_d700 0 2 0 0.0000 0.00 0.00 0.00
h500_d200 0| 266 0| 0.0000 0.00 0.00 0.00
h500_d400 0 36 01 0.0000 0.00 0.00 0.00
h500_d700 0 6 0| 0.0000 0.00 0.00 0.00
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Tercer video analizado

Escenario 1: 0m45s (Inicio de Humo)

Parametros TP FP FN ‘IoU Score Precision Sensibilidad

h1000_d200 20|285| 108|0.0484 0.066 0.156 0.093
h500_d200 5|1270| 123|0.0126 0.018 0.039 0.025
h1000_d400 4|210| 124/0.0118 0.019 0.031 0.024
h500_d400 2|1197| 126|0.0062 0.010 0.016 0.012
h1000_d700 1(164| 127|0.0034 0.006 0.008 0.007
h200_d200 0|266| 128|0.0000 0.00 0.00 0.00
h200_d400 0|195| 128|0.0000 0.00 0.00 0.00
h200_d700 0/159| 128|0.0000 0.00 0.00 0.00
h500_d700 0]148| 128|0.0000 0.00 0.00 0.00

Escenario 2: 1m52s (Humo Cargado)

Parametros TP FP FN ‘IoU Score Precision Sensibilidad F1-Score

h1000_d200 |941|354| 430|0.5455 0.726 0.686 0.706
h1000_d400 |812|134| 559|0.5395 0.858 0.592 0.700
h1000_d700 |715| 53| 656|0.5021 0.931 0.521 0.666
h500_d200 7401321 | 631)|0.4374 0.697 0.540 0.609
h500_d400 600|135| 771|0.3984 0.816 0.438 0.570
h500_d700 475| 64| 896(0.3310 0.881 0.346 0.496
h200_d200 416|210| 955|0.2631 0.664 0.304 0.416
h200_d400 266 79| 1105|0.1834 0.771 0.194 0.310
h200_d700 151| 24| 1220|0.1082 0.863 0.110 0.195

Escenario 3: 5m24s (Sin Humo)

Parametros TP FP FN ‘IoU Score Precision Sensibilidad  F1-Score

h1000_d200 0| 94 0|0.0000 0.00 0.00 0.00
h1000_d400 0| 48 0|0.0000 0.00 0.00 0.00
h1000_d700 0| 27 0| 0.0000 0.00 0.00 0.00
h200_d200 0| 84 0|0.0000 0.00 0.00 0.00
h200_d400 0| 41 0]0.0000 0.00 0.00 0.00
h200_d700 0| 23 0]0.0000 0.00 0.00 0.00
h500_d200 0| 91 0]0.0000 0.00 0.00 0.00
h500_d400 0| 58 0]0.0000 0.00 0.00 0.00
h500_d700 0| 25 0]0.0000 0.00 0.00 0.00
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Cuarto video analizado

Escenario 1: 0Om50s (Humo Cargado)

Parametros TP FP ‘FN loU Score ‘Precisién Sensibilidad

h1000_d400 82| 42|107|0.3550 0.661 0.434 0.522
h1000_d200 |104|119| 85|0.3377 0.466 0.550 0.504
h1000_d700 64| 24)|125|0.3005 0.727 0.339 0.463
h500_d200 74| 74|115|0.2814 0.500 0.391 0.440
h500_d400 53| 24|136|0.2488 0.688 0.280 0.398
h500_d700 38| 8/151/0.1929 0.826 0.201 0.324
h200_d200 40| 34|149|0.1794 0.541 0.212 0.305
h200_d400 24 8]165(0.1218 0.750 0.127 0.218
h200_d700 18| 1]171/0.0947 0.947 0.095 0.173

Escenario 2: 1m54s (Humo Cargado)

Parametros TP FP ‘FN loU Score \Precisién Sensibilidad

h1000_d200 | 408| 93|363|0.4722 0.814 0.529 0.641
h1000_d400 |302| 38)|469|0.3733 0.888 0.392 0.543
h500_d200 299| 77|472]0.3526 0.795 0.388 0.521
h1000_d700 |234| 27|537|0.2932 0.897 0.304 0.453
h500_d400 197| 40|574|0.2429 0.831 0.256 0.391
h200_d200 155| 51/616|0.1886 0.752 0.201 0.317
h500_d700 120| 23)|651/0.1511 0.839 0.155 0.262
h200_d400 89| 16|682|0.1131 0.847 0.116 0.204
h200_d700 45| 6]726)0.0579 0.882 0.058 0.109

Escenario 3: 6m08s (Sin Humo)

Parametros TP FP ‘ FN IoUScore Precision Sensibilidad F1-Score
h1000_d200 0[144| 0]0.0000 0.00 0.00 0.00
h1000_d400 0| 14| 0]0.0000 0.00 0.00 0.00
h1000_d700 0| 5| 0]0.0000 0.00 0.00 0.00
h200_d200 0| 26| 0]0.0000 0.00 0.00 0.00
h200_d400 0| 2| 0]0.0000 0.00 0.00 0.00
h200_d700 0| 0| 0]0.0000 0.00 0.00 0.00
h500_d200 0| 54| 0]0.0000 0.00 0.00 0.00
h500_d400 0| 4| 0]0.0000 0.00 0.00 0.00
h500_d700 0| 1| 0]0.0000 0.00 0.00 0.00
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Anexo 02: Cddigo Célculo de Parametros HSV Para Humo y Fuego
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Anexo 03: Cddigo Sistema Detector de Incendios Forestales Usando Raspberry Pi Cam V3
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# lineas indicadoras del ROI
cv2.rectangle(frame_a, (x1,y1), (x1+wl,yl+h1), (255,2,255),1)
# fecha y hora de deteccion
cv2.putText(frame_a,datetime.datetime. now().striftime( "2d-4m-2Y ZH:2M: 55 "),
(2,15), cv2.FONT_HERSHEY_SIMPLEX, @.4, (@,204,255),1)
# Guardar imagen y enviar alerta
ruta_imagen = "deteccion_final. jpg”
cv2. imwrite(ruta_imagen, frame_a)
enviar_imagen_telegram(ruta_imagen)
enviar_mensaje_telegram(f”//!/ALERTA rpi?//!™)
movimiento_frames_hsvi = @
movimiento_frames_hsv2 = @
mascaras_acumuladast = []
mascaras_acumuladas2 = []
# linea para cancelar ejecucion de codigo
if cv2.waitKey(1) & @xFF == ord('q'):
break
cv2.destroyAllWindows()
picam2.stop()
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Anexo 04: Cddigo Sistema Detector de Incendios Forestales Usando Camara TapoC320WS
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Link Rstp://
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for m in mascaras_acumuladas2:
suma_mascaras2 += {m > @).astype{pp.uint16)
# pixeles que estuvieron activos en un 78% o mas en frames de analisis
umbral_presencia = int(f_analisis * 0.7)
resultado_filtrado2 = np.where(suma_mascaras2 >= umbral_presencia, 255,
Q) .astype(np.uint8)
# segmentar areas detectadas
for mask, etiqueta, color in [{(
resultado_filtradol if 'resultado_filtradol' in locals() else None, “Humo”, (255, @, @)),
(resultado_filtrado2 if 'resultado_filtrado2' in locals() else None, *Fuego”,(®, 255, ©))]:
if mask is not None:
contornos, _= cv2.findContours{mask,cv2.RETR_EXTERNAL ,cv2.CHAIN_APPROX_SIMPLE)
for ¢ in contornos:
if cv2.contourArea(c) » 10:
# Obtener recténgulo delimitador
X, y, W, h = cv2.boundingRect(c)
# Dibujar recténgulo con margen
cov2.rectangle(frame, (x-30, y-20), (x+w+25, y+h+25),color, 2)
# Agregar etiqueta (Humo o Fuego)
cv2.putText( frame,etiqueta, (x-20,y-20),cv2 . FONT_HERSHEY_SIMPLEX, 0.5,
color,2)
# Agregar lineas delimitadora de ROI y la fecha y hora actual en la imagen
cv2.rectangle(frame, (x1, y1), {(x1 + wil, y1 + hil), (255,0,255), 1)
cv2.putText(frame, datetime.datetime.now().strftime( "2d-Zm—-%Y 2M:2M:%S"),
(2, 15), cv2.FONT_HERSHEY_SIMPLEX, ©.4, (0, 204, 255), 1)
# Guardar imagen y enviar alerta
ruta_imagen = "deteccion_final. jpg”
cv2.imwrite(ruta_imagen, frame)

enviar_imagen_telegram(ruta_imagen)

mov_f_hsvl = @

mov_f_hsv2 = @

(1
mascaras_acumuladas2 = []

if cv2.waitKey(1) & OxFF == ord('q'):

break

mascaras_acumuladasi

cap.release()
cv2.destroyAllWindows()
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Anexo 05: Carta de Autorizacion de la Comunidad Campesina de Picol Orccompucyo
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Anexo 06: Registro de Detecciones Automaticas del Sistema Desde un Entorno Urbano Post
— Etapa de Validacion

En el anexo presento detecciones automaticas de humo realizadas por el sistema mientras
funcionaba de forma constante desde un entorno urbano utilizando la cAmara IP Tapo C320WS,
apuntando hacia el sector de Picol. Estas detecciones no se incluyeron en el conjunto de pruebas
programadas, ni fueron provocadas intencionalmente, pero simbolizan sucesos reales de humo. Se
incluye estos registros ilustrativos evidenciando el funcionamiento del sistema en condiciones
reales y a largas distancias.

El dia 04 de julio de 2025 se detect6 un evento de humo a una distancia aproximada de 1.6

Km tal como se muestra en la siguiente figura.
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FECHA

VERDADERO POSITIVOS

FALSOS POSITIVO

04-07-2025

No se detecto falsos positivos.
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El dia 07 de julio de 2025 se detectd dos eventos de humo el primero a una distancia
aproximada de 1.9 Km y el segundo que fue un evento real de un incendio forestal que se produjo

a espaldas del cerro Picol por el sector de Ccorao a una distancia aproximada de 4.9 Km.

A

VERDADERO POSITIVOS FALSOS POSITIVO

FECHA

07-07-2025
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El dia 10 de julio se detecté mdaltiples eventos de humo en escena, observando el evento
mas lejano el producido por el sector de Alto Qosgo a 1.9 Km aproximadamente. A continuacion,

se muestran las detecciones realizadas por el sistema.
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FECHA

VERDADERO POSITIVOS

FALSOS POSITIVO

10-07-2025
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Anexo 07: Evidencias Fotograficas del Prototipo y las Pruebas en Campo

Implementacion fisica de dispositivos Prototipo inicial

Primeras pruebas de campo Primeras pruebas de campo
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Simulacién de humo con bengalas. Picol Orccompucyo

Pruebas deteccion de fuego Pruebas deteccion de fuego

Picol Orccompucyo Picol Orccompucyo
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Anexo 08: Datasheet Raspberry Pi 5
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Anexo 09: Datasheet Raspberry Camera V3
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Anexo 10: Datasheet Active Cooler
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Anexo 11: Datasheet Power Supply
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Anexo 12: Datasheet Camara Tapo C320WS
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